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ABSTRACT

The erosion based material removal processes active in abrasive waterjet (AWJ) cutting has
virtually no thermal impact on the material and produce none or minor residual stresses. The
process is therefore an interesting alternative for machining of fatigue exposed structures. The
present study presents results from fatigue testing of abrasive waterjet cut specimens in extra
high-strength steel. The tested material is a quenched and tempered steel having a yield strength
of more than 1100 MPa. The main applications for these extra high strength steels are in heavy
construction equipment, cranes, offshore equipment and other highly stressed applications. Many
of these applications are fatigue loaded, and thermally cut surfaces are usually the second most
common initiation site for fatigue cracks, after weldments. In the study three different AWJ cut
gualities were tested. The results show that the cut quality does not significantly affect the fatigue
life. Further, the results show a large scatter. Possible reasons for this scatter are discussed. Ever
though the scatter is large, all test specimens showed a fatigue life longer than what is specified
in a widespread design guideline covering thermal processes.

Organized and Sponsored by the WaterJet Technology Association



1. INTRODUCTION
1.1 Background

The modern high-strength materials emerging during the last decades have posed an important
challenge to the steel industry, and considerable efforts have been made to increase the strengtt
and the general applicability of steel. In the business segment of "heavy plate”, with dimensions
of 5 mm and thicker, this has led to the development of quenched and tempered martensitic
structural steel grades with yield strengths of more than 1100 fJ/mm

The advantage of using these new steels is the possibility to build extremely light constructions
using conventional production methods. Typical applications of the 1100 N\yiald strength
structural steel so far have been in mobile cranes and mobile bridges.

There are two major challenges of using these new structural steels. Firstly, they are not yet
covered explicitly by design codes and standards. This leaves many decisions to be made by an
experienced design engineer. Secondly, it is a well-known fact that control of the fatigue
phenomenon becomes increasingly more important in light-weight structures, due to the higher
stresses in the structure.

Preliminary tests performed previously have shown that AWJ cut surfaces can show a relatively
good fatigue performance, especially when compared to other cutting methods such as flame
cutting. The aim of the present paper has been to study the fatigue performance of AWJ cut
surfaces and to try to correlate with existing fatigue design guidelines. Moreover, an effort has
been made to evaluate the influence on fatigue performance related to the chosen cutting speed.

Apart from the supposed increased fatigue performance of AWJ cut surfaces, AWJ also presents
other advantages in cutting of these steel grades. In comparison with flame cutting, there is no
risk of thermally induced hydrogen cracking. Also, the risk of softening of small details cut from
plates in these grades is eliminated.

1.2 Alternative Cutting Methods Used for Cutting Extra High-Strength Steels

The most common method for cutting of extra high strength steels today is ordinary flame
cutting. However, methods like plasma cutting and laser cutting are increasingly used. All these
methods have some disadvantages, since they produce a heat affected zone (HAZ) at the cut
surface. This HAZ is typically 4-10 mm for flame cutting, depending on the thickness of the
plate. For plasma cut surfaces, the HAZ is less, typically 2-5 mm. Laser cutting gives the least
HAZ, 0.4-3 mm. This soft HAZ is disadvantageous in some applications.

Flame cut surfaces are known to give relatively poor fatigue strength, which is attributed to the
roughness of the surface, microcracks in the cut surface and the loss of material strength in the
HAZ. Moreover tensile residual stresses below the surface also enhance the initiation and further
growth of fatigue cracks, even though the residual stress in the superficial surface layer is
compressive. The poor fatigue performance of flame cut surfaces is recognized in fatigue design



standards and guidelines for steel structures, as for instance in the guidelines of the International
Institute of Welding, IIW (Hobbacher, 1996). These standards and guidelines do not distinguish
between flame cutting, plasma cutting and laser cutting, the design fatigue strength is the same.
These standards and guidelines do not cover abrasive water jet cutting.

For a high strength steel, having a fatigue limit given as stress range of 3500MR&, (
Omax=350 MPa), the fatigue design strength at long lives may be as low as 60 MPa for a manually
flame cut surface.

2. EXPERIMENTAL PLAN AND EQUIPMENT

As the surface integrity has an important influence on fatigue properties, different AWJ cut
qualities were tested. Fatigue test specimens in three different surface qualities were tested.
Surface measurements were made on test specimens prior to fatigue testing.

2.1 Strategy and Test Set-up for AWJ Cutting

A standard venturi cutting head for abrasive waterjet cutting being traversed by a 2%-axis gantry
robot manipulator was used for cutting the test specimens. Abrasives were gravity fed into the
cutting head and high-pressure water was supplied from a commercially available intensifier
pump unit.

To predict adequate traverse rates for the three qualities to be cut, the empirical cutting model
(eq. 1), presented by Zeng and Kim (1993), was used.
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(1)

where: N, = machinability number;h = depth of cut [mm]; D = mixing tube diameter [mm];

u = traverse rate [mm/s]; P,, = water pressure [MPa]; m,, = water mass flow [I/min.];

m, = abrasive mass flow [g/sec]; g is the quality index, where g=5 is a smooth surface finish and
g=1 corresponds to the maximum cutting speed for the present depth of cut (thitkriess)

such a model to be reliable, care must be taken to ensure that the model is used under conditions
similar to those under which it was established. According to Singh and Munoz (1993) the
recommended range of parameter values for validity of the model in eq. 1 is as fB||ew340

to 375 MPagd,, = 0.18 to 0.45 mm (orifice diameter);dd/= 2.5 to 4.5;m/m,, =0.12 to 0.25.

The material's machinability number was determined by milling a slot using a known parameter
setting. The depth of the slah, was probed by a thin 30 mm wide metal sheet, which

consequently indicates at what plate thickness full penetration would have occurred along the
probed path. The machinability number was determined using eq. 1 setting the quality index to 1.
A series of cut qualities, from g=1 to 5 in steps of 0.5, was subsequently produced in the
material. By visual inspection, qualities 1, 2 and 3 were chosen as being of greatest industrial



relevance, and they were consequently the selected grades for cutting of the fatigue test
specimens (figure 1). Table 1 shows the cutting parameters used.

2.2 Mechanical Properties of Steel Used for Specimens

The steel used for the tests throughout this paper had the following chemical composition

C* Si* Mn* P S B* Nb* Cr* V* Cu* Ti* Al Mo* Ni* N CEV
max max max max max max max max max max max total max max max typical
) @ ) % % ) W (% (W) (W (%) mn (%) (%) (%) value
(%) (%)
0,21 0,50 1,20 0,10 0,20 0,005 0,04 0,80 0,08 0,30 0,02 0,02 0,70 3,0 0,015 0,70

*) Intentional alloying elements

The material has the following guaranteed mechanical properties:

Yield strength Tensile strength Elongation’” Toughnes®, transverse
Rpo2min R A5 min Charpy-V test pieces
[N/mm?] [N/mm?] [%] 10*10 mm®, min. [J]
1100 1200-1500 10 (12) 27 at -40C

A. The value is valid for test pieces transverse to the rolling direction. For longitudinal pieces the values are 2 units higher.

B. Average impact energy of three tests. Single value min. 70% of specified average.

C. For plate thickness under 12 mm subsize Charpy-V specimens are used. The specified minimum value is then proportional
to specimen cross section.

The specimens used in this paper were taken from a 10 mm WELDOX 1100E plate with the
following mechanical properties:

Yield strength Tensile strength Elongation Toughness, transverse.
Rp0.2min R A5 Subsize Charpy-V test
[N/mm?] [N/mm?2] [%] pieces 7,510 mm, [J]
1261 1386 11 37 at -40C

2.3 Experimental Details

Fatigue testing has been performed in a servo-hydraulic testing machine with a maximum
capacity of 500 kN. The stress ratio, ®Rm/Omax Was approximately R=0 and the testing
frequency 8-12 Hz, using a sinusoidal loading shape. Failure criterion was a complete separation
of the testing specimen. The specimen was simply clamped in the grips of the testing machine
followed by dynamic loading. Linearity of the test set-up was checked by strain gauges on both
sides of the specimen. Figure 2 shows the fatigue test set-up and figure 3 shows the specimen
geometry. The fatigue test specimens were made to specification and cut longitudinal with the
rolling direction.

! Commercial name: WELDOX 1100E manufactured by SSAB Oxelésund AB.



Fatigue testing has been performed at two stress range Isoelg;0 MPa andd\o=550 MPa. In

this way, the number of loads can be plotted versus the stress level in a log-log diagram, where
the resulting curve is known as the S-N curve (in some literature the Wohler curve). Thus, the
slope of the S-N curve can be determined. Five specimens of each cut surface quality, q=1, q=2
and =3, were tested at each level.

The original plate surface of the specimens was machine ground prior to testing, to avoid
initiation at this position. The edges (corners) of the specimens were not removed, to have
realistic testing conditions.

For surface measurements an interference microscope was used. This measuring technique ha:
the advantage of being a quick and non-contacting method. Its main disadvantage is that the
possible measuring area is comparatively limited. The interference microscope used was a Wyko
RST plus. This is a white light vertical scanning instrument that works with one or several
exchangeable magnification objectives. The vertical measurement range is 0.5 mm with a
resolution better than 10 nm. Three test specimens of each quality were chosen for the
measurements. On each test specimen, measurements were made at 2 different locations, eac
replicated 3 times, close to the top and bottom edge. Measurement areas as large as possible wer
chosen. The measured area was 2.6x1.9 mm at the bottom edge of the surfaces and at the toy
edge 1.2x0.9 mm.

3. RESULTS

The fatigue test results are summarized in figure 4 and table 2. As seen in the figure there is a
large scatter in the fatigue test result for all three surface qualities. For instance, the fatigue life at
a stress range of 550 MPa ranges from 41000 to 1 million load cycles for surface quality q=2.
This is considered as an extraordinarily large scatterband.

The average fatigue life for each surface quality is given in figure 5. The average fatigue life was
lowest for the surface quality g=1, having the roughest surface. Somewhat surprising is that the
intermediate surface quality q=2 shows the highest average fatigue life of the three. The
smoothest surface, q=3, gives higher average fatigue life than g=1 but lower than g=2. However,
the large scatter in test results makes conclusions difficult. Obviously, there is a trend towards
longer fatigue life with the smoother surface qualities, but individual specimens give rather short
fatigue lives.

For design purposes it may therefore be advantageous to put the result of the three surface quality
indexes together and compare with so called FAT classes for structural steels (Hobbacher, 1996).
The FAT class is defined as the fatigue strength at 2 million load cycles. (Consequently, e. g.
FAT 140 means a fatigue strength of 140 MPa at 2 million cycles). Together with the slope,
given by the factom, the full design fatigue curve can be established. The fatigue strength



corresponding to a certain life, blan then be calculated using eq. 2, which is valid for the linear
part of the S-N curve, that is fatigue lives of less than 5 million load cycles.

1

Ao = FAT EQ%) m 2)

In figure 6, the present test results (WELDOX 1100) have been plotted with results from
previously performed tests on other steel grades and compared with different FAT classes. The
previous test results represent a surface quality index of approximately g=2. These test specimens
differed from those presently used, in that the original plate surface was not ground, and in that
corners were removed. The steel grades tested were structural steels with different yield
strengths. Two abrasion resistant steel plates have also been tested with hardness of 400 HB anc
600 HB, respectively. The thickness of the plates were 8-15 mm. FAT class 140 together with
m=3 has been used as a reference, which corresponds to the highest FAT class for machine flame
cut or sheared surfaces. In this class is generally required that corners are removed, no cracks or
imperfections are discernible by inspection. Also, FAT 160 with m=3 is shown in the diagram.
For comparison, a manually flame cut surface corresponds to a FAT class of approximately 100.

As shown in figure 6 all data are above the FAT 140 design curve with m=3. Therefore using this
class may be recommended for design of components cut with abrasive waterjet cutting.

Studies of the fracture surfaces by optical stereo microscopy showed that the fatigue cracks of all
specimens tested at a stress range of 750 MPa are initiated not at a corner, but on the AWJ cut
surface. For surface index g=1, the fatigue cracks are initiated at the striated part of the cut
surface. This behavior is not as apparent for surface indexes g=2 and =3, but fatigue cracks are
initiated on the cut surface.

For specimens tested at a stress range of 550 MPa, the majority of the fatigue cracks are initiated
at the corner of the specimen. However it was noted that, on the specimens showing the shortest
fatigue lives of surface index g=2 and g=3, the fatigue cracks were instead initiated on the cut
surface. This indicates that on some specimens there might be relatively rare irregularities or
imperfections that act as initiation sites and thereby reduce the fatigue life.

As the guality index used in the test set-up is process specific, standard surface parameters were
assessed, which can be of use for comparisons. As parameters were used Sa, which describes th
roughness of the surface, and St (maximum peak to valley distance) which is an estimation of the
maximum amplitude of the surface waviness. It was noted that Sa varies only slightly between
top and bottom for all qualities, as expected. The Sa value was approximaielycut-off

length of 0.8 mm). Figure 7 shows the general increase of St towards the bottom of the cut.



4. DISCUSSION

For design purposes, this study shows that abrasive waterjet cut surfaces may show large scatter
in fatigue strength, implying that test results on few specimens should be used with care.

The large scatter in the fatigue test result for each surface quality makes it difficult to link the
fatigue life to the major surface geometry features that are produced in different cut qualities. It is
generally known that abrasive particles from AWJ cutting may be embedded in the surface.
Singh and Jain (1995) has indicated that these may cause a wedge effect introducing tensile
stresses that in turn initiate fatigue cracks. As this phenomenon applies to all surfaces this effect
could be an explanation why no clear correlation between the fatigue strength and the surface
quality was found. This is a topic for further investigations on fractured specimens from this
study.

Moreover, a scanning electron microscopy (SEM) study may show what kind of surface
irregularities that are critical for the fatigue life. This information may be used for more detailed
surface studies, focusing on the critical irregularities.

A further study on the impact of AWJ parameters such as abrasive type, grain size and feed rate
would yield important information for optimizing cutting parameters for producing elements for
fatigue exposed structures.

5. CONCLUSIONS

1. The present results indicate that a class of FAT 140 with a slope of the S-N curve given by
m=3 can be used for design of components with abrasive water jet cut surfaces.

2. Fatigue test results show a large scatter. The practical consequence of this is that the
surface quality index has little importance for the lower bound fatigue strength. It also
implies that test results on few specimens should be used with care.

3. Looking at the average fatigue life, a trend is seen in that the intermediate surfaces quality
g=2 shows the longest fatigue life, while the roughest surface quality index g=1 produces
the shortest fatigue life.

4. Surface measurements indicate a correlation with the fatigue testing result for surface
quality g=1, that is the roughest surface produces the shortest fatigue life. For the two
surface qualities with smoother surface, q=2 and =3, there is no major difference in
surface roughness.

5. Alarge scatter in result indicates either inconsistent surface quality of individual specimens
or a low density of sharp irregularities in the cut surfaces that will influence the fatigue life
significantly.
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Table 1.AWJ parameter settings.

N, (machinability number) 75.4
h (depth of cut) [mm] 10.3
D (mixing tube diameter) [mm] 0.8
dn, (orifice diameter) [mm] 0.25
P,, (water pressure) [MPa] 315
m,, (water mass flow) [I/min.] 1.67
m, (abrasive mass flow) [g/s] 5
Abrasives Garnet, #80
Mined from rock
u (traverse rate) [mm/s] g=1 3.71
gq=2 1.67
q=3 1.05
b c

Figure 1. Selected AWJ surfaces qualities for the study.
Corresponding to a quality index of a) =1, b) g=2 and c) g=3.
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Figure 2. Set-up for fatigue testing.
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Figure 3. Fatigue test specimen geometry. Plate thickness=10 mm.
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Figure 4. Fatigue test results of the three surface qualities.
Arrows near a point indicate that testing was stopped without failure.

Table 2 Fatigue test results showing the fatigue life (number of cycles).

Stress range g=1 g=2 g=3 [Stressrange Q=1 q=2 q=3
[MPa] [MPa]

750 22 256| 193 9738 115 5)8 550 183345 193 973 544000

750 43 711] 61 401

49 047 550 112 117 1 000'Q@D9 061

750 35301 4104% 39946 550 39 932 57 896 65

B
750 45 4400 41536 49498 550 108 787 208684 119946
b

107

750 57 103] 85434 57 741 550 37 641 41 073 65

36

! Testing was stopped without failure of the specimen
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Figure 5. The average fatigue life of each surface quality at a stress range of
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Figure 6. Present and earlier fatigue test results of specimens with abrasive water jet cut
surfaces. WELDOX 420 for instance indicates a yield strength of 420 MPa. HARDOX 400
indicates a Brinell Hardness of 400.
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ABSTRACT

Abrasive waterjet cutting has already been established in many fields of industrial production.
Yet limited cutting performance and cutting edge quality hinder a wider distribution of abrasive
cutting systems. As a major limiting factor process immanent step propagation in the cutting
front and thus striation formation can be spotted. In this work we present new nonlinear
approaches to the instability problem. In the simplest approximation the front dynamic is
described by a first order nonlinear partial differential equation (PDE) of Hamilton-Jacobi type.
The relevant solutions typically develop shock structures within finite time. These are understood
by considering the evolution of associated Lagrangian manifolds in phase space. On this level
only the time-averaged behavior of the cutting front but no instability is found. The inclusion of
higher order derivatives in the PDE, however, can explain the observed ripple formation. This is
shown by numerical simulations of the resulting PDE, which is related to the Kuramoto-
Sivashinsky equation known from other erosion phenomena. Our simulations are compared with
edge cutting experiments where multiple reflections of the waterjet are avoided. These
approaches provide a better understanding of the involved processes, which ultimately should
result in a reduction of striations and a better cutting performance.
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1. INTRODUCTION

The water jet technology has already today many industrial applications. Especially when cutting
hard-to-machine materials and complex geometry conventional manufacturing processes can be
replaced or completed using the high flexibility and universality of this process. For a further
spreading of this innovative technology, also in new applications, however both the precision,
and the attainable cutting performance must be improved. Therefore profound investigations are
necessary for the improvement of the knowledge of the process as well as for its optimization
[WES98, HEN98d].

The attainable precision of the cutting process, however, is strongly limited by structure
formation at the bottom cutting edge surface. With higher feed-rates unwanted grooves and
striations occur at the surface. To avoid these structures sub-optimal cutting velocities are used
presently. The small attainable cutting performance thereby leads to high costs of this process.
Despite of high costs the procedure finds increasing spreading in the industry already today due
to its process specific advantages. By a better control of the process and avoidance or reduction
of structure formation at the cutting edge the economic disadvantages could to a large extend be
compensated and a spreading of this innovative technique could be supported [WES99].

In this paper the formation of surface structures during the cutting process is analyzed using
methods of non-linear dynamic modeling on the basis of the physical behavior of the process.
The major object of these modeling approaches is to gain better understanding of the
mechanisms of surface formation at the cutting edge. With the identification and intelligent
variation of significant factors striation formation may be better controlled and both cutting
performance and quality may be improved.

2. CONVENTIONAL PROCESS MODELLING

Modeling of the process behavior plays an important role for the industrial use of the technique.
With the gained information jet parameters can be chosen and adapted to the actual cutting task.
Also for integration in CAM systems process modeling is necessary [HEN98a]. With the strongly
growing distribution of this technique and demands for higher precision and performance the
control of the process and the knowledge of geometry which can be expected become more and
more important. Because of the very complex and often nonlinear behavior of the cutting contour
the modeling of the cutting process is mostly reduced to few significant parameters with limited
range. There are three basic approaches to modeling of the cutting contour: functional, analytical,
and phenomenological.

Existing approaches of modeling are limited, however, almost exclusively to an experimentally
determined correlation between the parameters and processing factors e.g. the maximal cutting
depth. Here different factors and materials are considered. The semi-empirical models thereby
reduce the process to a functional correlation between the cutting depth and the handling
parameters with empirically determined exponents and constants. Thereby their validity is often
limited to a small parameter ranges and special boundary conditions (material, abrasives etc.).



Examples of such models are found in the literature among others in Zeng and Kim [ZEN92],
Hashish [HAS88] and Blickwedel [BLI9O].

Analytic approaches describe the qualitative effect of individual abrasive particle impacts at the
workpiece. From hydraulic parameters the energy distribution and thus the erosion effect of
particles is calculated (e.g. [RAJ93, NIU97, FUK95]). With this complex system however only
few of the relevant parameters are considered. With the help of time discrete simulations the
erosion process is represented qualitatively and adapted quantitatively with respect to processing
and material constants (e.g. [NIU97, KOV96]). The qualitative description could be improved by
the use of a continuous energy model [SAW97]; nonlinear and stochastic effects however were
not considered.

First descriptions of the dynamic process were given by phenomenological models [HASSS,
BLI90, GUO94]. According to those the quasi-stable and approximately cyclic progress of the
cutting process the cutting surface is formed by step propagation. By the use of high-speed
cameras first detailed information about the process and the step propagation could be gathered
(e.g. [HAS95, OHL95]). Similar process phases could be identified also by evaluation of impact
sound signals [MOM95d, MOH95]) and by gravimetric measurements (e.g. [FEK94, OHL94)).
Due to the pure two-dimensional photometric analysis, however, no predicates about the full
spatio-temporal behavior of the cutting front could be obtained.

The three dimensional structures occurring at the cutting surface could not be explained
completely by a considering the process in the cutting plane alone. Especially in the rough cutting
zone spatial effects in the form of grooves and striations are found. Also the curvature of the
cutting front leads to spatial effects of the kerf when cutting a complex geometry. Existing
analytic or semi-empirical modeling approaches focus mainly on the two dimensional behavior
of the process and therefore cannot describe these effects. In most modeling approaches only the
topology of the surface was measured and described by characteristic values (e.g. [CHA95,
KOV91b, TANS86]). Zeng describes in [ZEN92] the surface on base of semi-empirical models by
defining surface quality areas. The reduction of the process to only few parameters reduces the
complexity of the process significantly. For the end user this makes control of the process much
easier but makes no statement about the real spatio-temporal processes and the formation of
striation structures.

Guo [GUO94] describes a spatial behavior of the cutting process transverse to the cutting plane.
As the abrasive jet leaves the workpiece it shows a complex spatial and temporal behavior
indicating a coupled longitudinal and transversal motion and a temporally inhomogeneous
advancement of the cutting front. Similar to Guo, also Zeng [ZEN97] and Chao [CHA95] use
Fourier analysis for the description of the occurring striation at the surface. So significant
wavelengths in different quality areas (i.e. workpiece depths) could be detected. The results of
these investigations thereby reach from the identification of an individual significant oscillation
[CHA95] up to purely stochastic behavior [ZEN97]. Not only different significant jet parameters
but also noise sources like machine vibrations during the process might lead to significant
modifications in the development of the surface texture [CHA95]. One conclusion from these
investigations is that inference of the process dynamics from a characterization of the static



striation patterns is feasible only to a limited extent. First approaches to a more complete
dynamical description of the process including coupling of topological and dynamical
information is given for example by Ohlsen [OHL95] via photometric and gravimetric signal
accommodation. So far these were applied exclusively for the description of the two-dimensional
process. Beyond that only linear methods were used in modeling approaches. New fundamental
information can be gained using dynamic modeling with nonlinear methods. With this not only
the description of structure formation at the cutting edge can be improved but also a better
understanding of the underlying process can be expected.

3. NONLINEAR MODELING

In the last years processes of pattern formation were studied in many physical, chemical and
biological systems. This was done within the framework of nonlinear dynamics and synergetics
[HAK78, BUS89]. Here especially instabilities e.g. of hydrodynamical processes were examined.
Starting point is an averaged respectively a coarse-grained description of the system. Depending
on the considered system the coarse-graining is over microscopic structures such as atoms,
molecules, or grains, and temporal events (e.g. particle collisions or impacts). Mathematically the
resulting continuum theories are specified by one or several nonlinear partial differential
equations (PDE).

3.1Experimental Setup

A description of the cutting dynamics by a PDE is based on the assumption of local interactions
of the abrasive patrticles with the workpiece. From waterjet cutting experiments as in [HAS88] or
[GUO94], however, we known that the abrasive particles are reflected elastically or inelastically
several times as they move along the momentary cutting front. This amounts to a non-local
interaction process since e.g. the effect of a secondary impact of abrasive grains at one location
depends on the primary impact and the momentary cutting surface at some other location of the
cutting front. This leads to the well-known striation patterns as in Figure la, where a typical
ripple has a diameter (ripple wavelength) of the same order as the waterjet diameter, but has
extensions (jet lag) in the feed direction much larger than the diameter of the incoming waterjet.
In addition multiple reflections in the transverse direction lead to overhangs at the bottom of the
REFcutting zone [GUO94]. Such a situation is mathematically difficult to describe since it needs
the inclusion of non-local effects. Presumably this is also the reason why the origin of the
structure formation is still not really understood.

In order to reduce the complexity of the experimental situation and to avoid these effects we
designed and carried out experiments where multiple impacts of particles are largely avoided.
This was done to gain information about effects of the primary erosion process at the first particle
impact. The abrasive water jet was placed at the very edge of the material (Figure 1b-d). With
this setup the incoming particles are reflected away from the workpiece edge after the first impact
and do not erode other parts of the material by secondary impacts. Even with this reduced
complexity of the experiment structures and ripple patterns were found. When the jet was placed



on the position a=-d/2 (Figure 1d) even small jet lag effects, of course now smaller than the jet
diameter, are clearly visible. Our results show that striation formation is already initiated with
single impacts of particles. At first sight this may appear as an astonishing effect, we know,
however, of related erosion experiments where pattern formation by single impacts was also
observed [FIN65], [CAR77]. Possible connections with our jet cutting experiments, however,
still have to be explored. The theoretical considerations presented below can be regarded as step:
in this direction.

3.2Basic Model Considerations

The main effect on the work-piece comes from the abrasive particles, which deteriorate the
material through its impact by a combination of deformation wear and cutting wear [BIT63]. In
this way we get a cutting front moving through the material. This front exhibits a non-trivial
spatio-temporal dynamics which is only partially understood and which involves multiple
reflections of the jet within the working piece. Our goal in this section is to present results of
model considerations for the first impact of the jet on the material and to elucidate its
consequences for the full cutting process including multiple reflections.

A simple model for the abrasive process is obtained as follows. We assume that the incident
abrasive particles hit a flat work-piece perpendicularly (see Figure 2). They cause removal of
material with a rate which is some material dependent function of their velocity and of their
impact rate and therefore also of their density. Since in the jet velocity and density are
inhomogeneously distributed in space, we model their effect on the work-piece as a fifnction

A typical choice ford are single humped functions like the Gaussian, or polynomial functions,
depending only on the radial coordinatgr|. It turns out that only qualitative aspects of this
function are important for the basic observable phenomena. Under cutting conditions this profile
J(r) will move across the work piece with velocky(much smaller than the particle velocities)

in some direction, which we choose asxkaxis. More generally one could also consider a more
complicated time-dependenddr,t), which arises e.g. for pulsed jets. The second important
aspect of the abrasive process lies in its non-trivial dependence on the impact angle of the
incoming particles with the momentary cutting frar6(,t). This means that the rate of material
removal is also a functioR of the spatial gradient & ,t), or more precisely of its absolute
value.

Collecting these ingredients, we obtain for the rate of material removal the following equation
oS
e J(r,t)F(09) (1)

Both J andF are nonlinear functions of their arguments, and therefore equation (1) is a nonlinear
partial differential equation (PDE) of Hamilton-Jacobi (HJ) type in two spatial dimensions. In
principle one should add to equation (1) a viscosity ®@A8, possibly higher order terms, and a
spatio-temporal noise term describing smoothing effects due to the granularity of the abrasive
materials and microscopic inhomogeneities of work piece material and jet respectively. At the
moment we neglect these effects, but we will return to it in the next section below. The scalar



function F is material dependent. For brittle material such as glass the wear is dominated by
deformation wear and therefore the removal rate decreases monotonically from its maximum at
0=0 (perpendicular impact) for increasing impact angléseasured with respect to the surface
normal). For ductile material such as aluminum the maximum is obtained for some intermediate
non-zero angle due to enhanced cutting wear [BIT63]. A sketch of these 84uiependencies

is plotted in Figure 3.

With the relationship |gra8(,t)|=tan@) the 8-dependence of the wear determines the funétion
As an example, assuming for the erosion rate the functional formB;-edsgh is appropriate for
brittle material, one obtains

0=ty @

Assuming that at=0 one starts the process with a flat, horizontally mounted work piece, we have
to solve the Cauchy problem for Equation (1) with initial condiggnt=0)=0.

Due to the connection between HJ equations and Hamiltonian dynamics in phase space
[LAN86], [ARN78], one can alternatively consider Hamilton's canonical equations of motion

da_Jd
a_ﬁpH(r!p!t) (33.)
dp__ 20
o o H(rp.t) (3)
with Hamiltonian
H(rp,t)=-3¢ .t)(Fp|) 4)

Hamilton's equations (3) have to be solved for all initial points lying on the syfécm phase

space I(,p) according to the correspondenue@,t=0)=grad(r,t=0) yielding the evolution of this
Lagrangian surfac@(r,t) in phase space [ARN78]. The functi®y,t), which in a classical
mechanics context has the meaning of an action, may either be obtained by intgrading
along suitable paths in coordinate space, or by solving in addition to equations (3a,b) the
equation

ds r
—= -H{({,p,t 5
p p m .p.t) ®)

Equations (3) and (5) are the characteristic equations of the first order PDE (1) (see e.qg.
[LOG94]).

The solutions of the characteristic equations can be very complicated. This is due to the
nonlinearities, which may even lead to chaotic trajectories in phase space [LIC83]. Furthermore
the functionsp(r,t) or Jr,t) become typically multi-valued after a finite time [ARN78]. This



multi-valuedness is resolved by the insertion of shocks by invoking some version of the entropy
condition [WHI74], [LEV92], [ARN78], which has its origin in problems of gas dynamics. The
importance and generality of these so-called viscosity solutions of HJ equations has been
established only recently [CRA83]. They allow for a countable number of discontinuities in its
derivatives known as shock waves, which identify them as generalized solution of the PDE.
These solutions arise in the limit of vanishing viscosity terms in equations like Equation (1), i.e.
in cases where curvature dependencies in the governing PDE are very small. A well-known and
particularly simple example is the inviscid Burgers equation treated in many textbook on PDEs
and its numerical solutions (see e.g. [WHI74], [LEV92]), which corresponds to the free particle
HamiltonianH=p?/2.

In order to demonstrate some essential features we will in the following concentrate on the
simpler two-dimensional case, where one neglects degrees of freedom transversal to the cutting
direction x, and discuss its implications for the full three -dimensional problems later. For
definiteness we assume foadpatial variation of the following ford{x)=(x2-1)? in the region of

the jet —1< x+1, and zero otherwise. Let us consider first the case of water jet drilling, i.e. the
caseA=0. Then Equation (1) with the above-introduced brittle material characteristic (see
Equation (2)) reads

L)
1+p

Constant prefactors on the r.h.s. of this equation are absorbed in the time vamabtketermine
its scale. The dynamical evolution of the "hdiX,t) (starting from a flat surface at tinte0)
according to equation (3) and (5) and the evolution of the correspondingpfityen phase
space is found numerically and is shown for several instants in Figure 4 and Figure 5.

The phase portrait of the associated Hamiltonian flow is basically that of a one-dimensional
anharmonic oscillator. It consists of an elliptic fixed point at the origp)<(0,0) and of two

lines of parabolic fixed points (for definitions see e.g. [LIC83])pattl and p-1. The
inhomogeneous rotation in phase space around the elliptic fixed point explains the evolution of
the curvep(x,f) from an initially flat curvep(x,t=0)=0. For later times as e.g. in Figure 5 the
function p(x,t) becomes multi-valued due to the continuing rotation in phase space. This leads
also to a multi-value®x,t) (with the typical ‘swallow tail’ singularities [ARN78]) if the initial
points in phase space (endowed with initial val®s0) are evolved according to the
characteristic equations (3) and (5). The correct branches are obtained e.g. by integrating the PDE
(1) with an upwind method [LEV92] or other shock capturing schemes, which are known to
approximate the correct viscosity solution. The latter is provided by the two lower branches of
S(x,t) in Figure 5 (left), i.e. the swallow ta8>1 is cut off. For the curvgx,t) Figure 5 (right)

this implies a jump discontinuity from a positipeto - along the line x=0, i.e. lobes of equal
area to the left and right of x=0 are cut off as in a Maxwell construction (equal area rule, entropy
condition, see e.g. [ARN78], [LEV92], [WHI74]).

For even later times further tails #,t) and convolutions ip(x,t) develop. These, however,
also have to be removed according to the entropy condition implying that the front does no



longer exhibit qualitative changes: The edgeSpft) at x=0 simply moves to ever increasing
values, while at the same time the jump discontinuig(ef) increases.

The given results should provide an intuitive connection between the shape of the cutting or
drilling front and the phase space structures of the associated Hamiltonian system. A more
comprehensive presentation of this connection, also for cutting conditions and other jet and
material characteristics, can be found elsewhere [RAD99]. Here we briefly indicate the main
results:

For ductile material and drilling conditions (fead0) the phase portrait of the associated
Hamiltonian shows a hyperbolic fixed point at (0,0) and two symmetric elliptic fixed points
instead of the only elliptic fixed point for brittle material. As a consequence the drilling front is
more complicated at intermediate times where it exhibits two slope discontinuities (shocks),
which finally merge into one at large times resulting in a shape similar to the brittle case. An
even more complicated behavior is obtained if the unimodal jet profile is replaced by a bimodal
characteristic. This may lead to phase space structures e.g. with 4 hyperbolic and 5 elliptic fixed
points, resulting in three shocks at intermediate times, again merging into one at large times.

Under cutting conditions, i.e. for a non-zero féedve find a very different behavior. The reason

is the moving profileJ=J(r - Aeit), wheree, denotes the unit vector mdirection, the direction

of the feed. In a co-moving frame this gives rise to a Hamiltonian, which is modified by the
addition of a convective term, i.=Hq(r,p)-Apx, WhereHq(r,p) is the Hamiltonian without feed.

One consequence of this is that also the Hamiltonian flow field in phase space gets an additional
component xe,. This implies that all phase space structuresigf,p) which are localized in
coordinate space to the region of the impinging jet, are typically relevant only for times of the
order O(1A). This provides an understanding for the fact that the cutting or kerf depth is also of
the order O(2). A further important and new finding, most easily understood in one spatial
dimension, is the occurrence of a transition from a cutting front with a co-moving shock for low
cutting speeds, to one without such a shock at high feed rates. This phenomenon, which is
associated with an inverse saddle-node bifurcation in the Hamiltonian flow, may be a possible
mechanism for the nucleation of the Kkink-like structures (step formation) observed
experimentally. In any case such shock structures appear to be relevant also for a more complete
modeling of the dynamics of the waterjet-cutting front.

A further important conclusion from this section is the fact that the experimentally observed
ripples and the associated temporal oscillations cannot be explained on the level of our first order
PDE. This can easily be inferred from the evolution of the relevant Lagrangian manifolds that
turn out to be asymptotically stationary in the region of the waterjet. This implies that we always
get a stationary cutting front for long times as is most easily seen in the 2-d case. The same holds
for the full 3-d problem, at least for a cylinder-symmetric waterjet since for the latter the
associated Hamiltonian system is also integrable [LIC83] (due to the existence of an additional
invariant, an angular momentum). The resulting stationary cutting fronts, with or without shocks,
should therefore roughly be interpreted as time-averaged fronts.



3.3Models for Ripple Formation

The fact that modeling on the basis of a first order PDE cannot explain instabilities and therefore
pattern formation has been recognized already by Finnie and Kabil [FIN65] in a similar context.
In that work it is also argued that higher order derivatives have to be included. We must note,
however, that from the experimental and also from the theoretical side not much is known about
e.g. curvature dependent properties of cutting or wear processes. In the following we derive a
model for the formation of the striation patterns during the abrasive waterjet cutting process. The
resulting equation, which is of Kuramoto-Sivashinsky [SIV77] type, can explain the observed
instabilities.

In a co-moving coordinate system the temporal evolution of the surface S(x,y,t) is assumed to
obey the equation [FRI99]

oS(r,t) _

0 = JOUFDsC.1).AsC.0,45¢ 1), ) -A 0S(r.1)

+gr.t) (@)

This equation has basically the same structure as the equations of the previous section with the
difference that the term Bf equation (1) is now allowed to depend on higher order spatial
derivatives such as the curvatuxg(r,t) of the cutting front. EMBED Tha-dependent term is

the convective contribution originating from the transformation to the co-moving frame, which
led in the previous section to the contributiap,-in the Hamiltonian. For completeness a noise

term g(r,t) is included in equation (7) describing smoothing effects e.g. due to granularity or
microscopic inhomogeneities of the abrasive materials and workpiece, but which is neglected in
the following.

One may perform a Taylor expansion to fourth order of the eleading to

aS(r,t) _ 1 , O . 0S(r,t)
T J(r) T OSEOP +a(09AS(r,t) + B(0 9N S(r,t)E]— A - (8)

with uneven terms neglected due to symmetry reasons [FRI99\N=prconstant], a, and 3

and a quadratic gradient dependence this becomes exactly the Kuramoto-Sivashinsky [SIV77]
equation, which has already been investigated also in the context of pattern formation from
erosion phenomena (see e.g. [ROS95] and refs. therein). The stationary front solution of equation
(8), S(r), and its stability can be calculated by means of a stability analysis. Therefore we
consider small deviations wf) from the stationary front, §()=S(r)+w(r,t). It can be shown
analytically and numerically, that the deviations become unstable in good agreement with the
cutting experiments.

The properties of the proposed model can be analyzed by numerical simulations using a semi-
implicit hopscotch method. We have neglected the dependency of the param@ters the
gradient §(r,t) and we have assumed a gaussian profile for the jet characterizing function J(



Let us first indicate results for the two-dimensional problem. Figure 6a exhibits the surface S(x,t)
as a function of x for a small feed rate at 6 consecutive time instants.

The instability of the cutting front is evident. Like in the real cutting process cusps evolve in time
at a certain spatial distance from the leading edge traveling down the cutting front. Since the
instability only can grow in the jet region the surface behind the jet is modulated periodically in
space.

In order to study the impact of the feed ratéhe results of the cutting simulation for a higher

feed rate is shown in Figure 6b for the same six time instants as in Figure 6a. As can be seen a
different spatio-temporal behavior arises. The unstable disturbances are convected out of the
region under the jet before gaining a reasonable size. This stabilizing influence of higher feed
rates to the cutting ground topology can be found in measurements, too ([LAU95], [MOM97]).
As can also be seen the feed ratenfluences the cutting depth..dHigher feed rates are
associated with lower depths as in the simpler model of the previous section and as in the real
cutting process [MOM97].

In the following we study the three-dimensional problem, i.e. the case of a surface S(x,y,t). In
Figure 7 the results of a numerical simulation of the cutting process are shown. The calculated
surface S(x,y,t) of the workpiece is plotted versus spatial coordinates x and y at 4 different times.
In the unstable situation the same wavelike structures evolve as in the two-dimensional case.
Furthermore, kerfs similar to the ones in the experiment can be seen at the bottom of the cutting
line. At the cutting edge inhomogeneities in the surface evolve in close analogy to striation
formation observed in the experiment (Figure 1d).

4. CONCLUSION

Abrasive waterjet cutting has found many applications in various industries because of its great
process immanent advantages. So far precision and performance are limited by striation
structures that occur at the cutting edge. With better control and reduction of ripple formation
great advantages could be gained.

In this paper a new approach to understanding the mechanism of structure formation was
presented. Based on modeling approaches from nonlinear dynamics we were able to reproduce
and understand the development of the spatio-temporal instabilities which cause the ripple
patterns at the cutting edge. A deeper analysis of the obtained nonlinear partial differential
equations in combination with data driven methods of nonlinear dynamics should enable us to
develop new strategies for controlling striation formation resulting in improved cutting
performance and quality.
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7. FIGURES



a=+d/2

=-d/2

Figure 1: Results of normal (top) and edge cutting. For edge cutting with various distances from the edge
(a=+d/2, 0,-d/2) multiple impacts along the kerf are avoided, but one still finds striation patterns.
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Figure 2: A waterjet containing abrasive particles with a spatially inhomogeneous velocity distribution
(arrows) hits the workpiece. From an initially flat surface S(x,t=0)=0 an erosion frontS(x,t>0) develops (here
depicted for drilling conditions, i.e. feedA\=0). Under cutting conditions (non-zero fee@) the front moves e.g.
to the right.
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Figure 3: The wear as function of the impact angle (measured to the surface normal). For brittle material the
erosion rate is maximal for normal impact @=0). A large cutting wear contribution as in ductile materials
such as aluminum, leads to a shift of the maximum wear to non-zero angls



1 7177 7 7 T A
A R Ny
| e v
P T TN
0.5 05 | | 1750 7 LS 000
,(l'// /"\\\‘\\.H
! il',,l'r’" U ‘\\\,\ ‘_
ey, Ny
0 0 e R
\"‘lﬁa\\\,\\\\ //,'//;i""ll
H\\‘\\""*\\\\‘ I
-05 -05 b A < 1 (/7,7
\‘\_\\\\\_-/,,//// I
\ N / /
‘\,\\ - /////,/[
_1 'l \\\ N I / !
-1 -05 0 0.5 1 -1 -05 0 0.5 1

Figure 4: S(x,t) (left) and p(x,t) (right) for t=0.4 are depicted. Both functions are single valued for this time

instant. The dashed lines in the right figure are the level lines of the associated Hamiltonian, which provide
also the phase portrait for the corresponding flow in phase space.
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Figure 5: 9x,t) (left) and p(x,t) (right) for t=1.2. The removal of the ‘swallow tail’ of S(x,t) and of the lobes of

p(x,t) (to the left and right of the line x=0) provide the correct single-valued functionsS(x,t) and p(x,t). The
latter are characterized by a slope or a jump discontinuity ak=0 respectively.
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Figure 6: Two-dimensional simulation of the cutting process (jet moving in the direction of increasing x). a
(left): The surface of workpiece S(x,t) is plotted versus the coordinate of the feed x for 6 different times t . The
evolution of the instability (oscillation) can be observed. b (right): the same for a higher feed rate without
formation of kerfs.
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Figure 7: 3-d simulation of the cutting process. For 4 different times (increasing from left to right and
from top to bottom) the surface S(x,y,t) is plotted vesus spatial coordinates x and y. The same spatial
periodic patterns can be seen at the bottom and at the sides of the cutting surface as in the experiment.
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ABSTRACT

Numerical modeling via finite element analyses (FEA) and experimental measurements via
moiré interferometry were applied to the investigation of abrasive waterjet (AWJ) drilling. The
accuracy of the FEA model is verified by comparing the experimental results with the numerical
solution. Polycarbonate and ceramic blocks with dimensions of 25.4 mm x 19.5 mm x 6.25 mm
subjected to concentrated static loads were studied experimentally and numerically. A closed
form solution confirmed the correlation between the two. Similar comparisons were conducted
on ceramic plate material. It was concluded that the FEA model represented actual loading
conditions measured under static conditions. This conclusion allowed the application of a hybrid
numerical/experimental technique to understand the complex interaction of the target material
and the AWJ slurry column during drilling.
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1. INTRODUCTION

Abrasive waterjet (AWJ) machining process has been introduced to industry for almost
fifteen years. The ability of the AWIJ cutting/drilling, especially in its application to hard-to-cut
material is growing. However, the mechanics of abrasive waterjet cutting is complex and our
knowledge of the machining process is limited. Understanding the stress field associated with
the jet cutting allows one to optimally utilize the equipment and processes, such that cutting
energy and material system can be used in more economic ways. One way to address this
problem is the use of a hybrid experimental-numerical analysis approach (Kobayashi, 1987)
which was used to study the displacement and the stress state of brittle material while pierced by
abrasive waterjet (Guo, 1998). Ramulu (1993) studied the mechanics of waterjet and abrasive
waterjet machining using dynamic photoelasticity method on transparent materials. An optical
experimental technique, moiré interferometry (Post et al., 1994 and 1987; Dally and Riley,
1987), was utilized to investigate the surface displacement in the brittle polycarbonate and
ceramic material during AWJ piercing. The state of stresses in the machined specimen was
numerically analyzed by using a finite element analysis (FEA) method utilizing the experimental
results, where the boundary conditions in the FEA model conformed to those in the experiments.
It is essential that the experimental setup and the FEA model are reliable in order to achieve the
goal. The purpose of this research is an attempt to apply an optical technique, moiré
interferometry, to determine the jet-material interfacial strains at the onset of machining and
develop a finite element model to analyze the impacting and piercing process. Both experimental
approach and finite element model are verified by analyzing brittle plate materials subjected to

concentrated loading.

2. OPTICAL EXPERIMENTS SETUP AND PROCEDURE

The abrasive waterjet system used in the research consists of a high pressure pump, a
nozzle assembly, a catcher unit, and an abrasive supply hopper. Inside the abrasive waterjet
nozzle there is a waterjet orifice of size 0.30 mm in diameter and a tungsten carbide focusing
tube of internal diameter 1.02 mm. Garnet abrasive #80 was chosen. Moiré interferometry was

utilized to measure the surface displacement of brittle polycarbonate and ceramic material under



static loading. The moiré interferometry experimental system was composed of several pieces of
mechanical, optical, and electronic equipment configured together to produce and capture the
moir€ fringes. The test specimen included polycarbonate and alumina block with dimensions of
25.4 mm x 19.5 mm x 6.25 mm under static loading. The specimen was coated with specimen
grating with a density of 1200 lines/mm. Details of the experimental setup can be found in Guo

and Ramulu (1995 and 1997).

In addition to the high pressure waterjet piercing experiments, a static load experimental
setup was developed to evaluate the displacement field magnitudes and its trends. The optical
arrangement of this setup is shown in Figures 1. A static pressure load was applied to the top
surface of a specimen by a calibrated weight through an indenter with a diameter of 2 mm. The
calibrated weights were placed on a slider bar made of a plastic. The total static load exerted on
the specimen was measured with a load cell that was mounted in the middle of slider bar. Since
this was a static experiment, only one video camera was used for capturing the moiré fringes.
While the u-field fringes were being recorded, the v-field view had to be blocked, and vice versa.
A detailed illustration of the loading frame is in Figure 1(b). An indenter was threaded to the
load cell, which is pictured in Figure 1(c). The total load was read off a load cell display, which
is illustrated in Figure 1(d). Following the testing procedure for moiré interferometry
experiments, both « and v field moiré fringe patterns indicating the displacement could be
captured. The static load was gradually increased from zero by carefully adding more weight
blocks on the slider bar. The u and v fringes were each recorded with a high speed Hi8 video

camera after each load increment.

(a) optical experimental setup for (b) static loading frame
a specimen under static loading



(¢) load cell, indenter and specimen (d) load cell display

Figure 1 Experimental Setup

3 FINITE ELEMENT MODELING

A commercial FEA code was used in this study. In the finite element analysis, the
indenter was modeled as a solid cylinder with a diameter of 2 mm. Taking advantage of the
symmetry of both load and geometry, a quarter volume for the specimen and the indenter was
modeled. During the experimental testing, the bottom surface of the test specimen was adhered
using an epoxy to the base bar. Figure 2 is a typical meshed finite element model, which has
2,548 nodes and 1,863 elements. Figure 2(b) shows the enlarged view of the meshed indenter.
A three dimensional structural solid element (SOLID45) was used for both the test specimen
body and the indenter. The interface between the indenter and the test specimen was modeled
with a contact element, (CONTACT49). These displacement fields modeled by the FEA meshes

only represent half of the frontal surface of the specimen.

4 RESULTS AND DISCUSSION

Figure 3 shows the moiré fringe patterns in both u and v fields for the polycarbonate
specimen for increasing static load from O N to 44.5 N. Note that both « and v fields have initial
fringes at 0 N load condition. However, moiré fringes in both u and v fields are relatively
symmetric with respect to the loading line. The number of moiré fringes increased as the load
increased. This was especially the case for the v field, as shown in Figure 3(b). Figure 4 shows
the moiré fringes recorded for the alumina specimen in both u and v fields, as the loads were
increased from O N to 62.3 N. It appears that there were 2 initial fringes in the u field and 3
initial fringes in the v field. As the loads were increased, the moiré fringes in both fields only

shifted within the picture frames. There was no increase in moiré fringes for the alumina.



~

(b) enlarged view

(a) a typical quarter mesh

Figure 2. Typical FEA mesh for the polycarbonate block under static loading

Figures 5(a) and (b) are the FEA generated outer surface displacement contours for
polycarbonate at 44.5 N static load. The displacement contours in both u- and v- fields are
symmetric with respect to the centerline of the static load. The outer surface displacement
contours in Figure 5 were plotted with each contour line representing the same amount of
displacement (417x10° mm) of one fringe order, the same as represented by a fringe order in the
recorded moiré fringe patterns. In Figure 5 (a) and (b), at 44.5 N there are 5 fringes in the u field
and 13 fringes in the v field. Figures 6(a) and (b) are the outer surface displacement contours for
the alumina at 44.5 N static load. Each contour line represents a displacement of 1.44 x 10° mm
in the u-field and 4.41 x 10° mm in the v-field. Even at 44.5 N, the maximum displacement is
7.6x10° mm in the u- field, and 4x10° mm in the v-field, which is20:43 less than the equivalent
displacement of one moiré fringe. This also means that the displacement for alumina at load of

44.5 N is too small to be measured with the current moiré technique.



ON 17.80N 35.60 N

445N 22.25N

13.35 N 30.15N 0N (unloaded)

Figure 3(a) u-Field Moire Fringes for Polycarbonate
Specimen under Static Loading



35.60 N

445N 22.25' N 40.05N

8.90 N 26.70 N 44.50N

13.35 N 30.I15N 0N (unloaded)

Figure 3(b) v-Field Moire Fringes for Polycarbonate
Specimen under Static Loading



17.80N 40.05 N 62.30 N

Figure 4(a) u-field Morie Fringes for Ceramic Specimen under Static Loading



17.80N

40.05 N 62.30N

Figure 4 (b) v-field Morie Fringes for Ceramic Specimen under Static Loading
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Since a closed form solution is not readily available analytically for a static loading on a

small specimen block, an idealized model in a semi-infinite body under the pressure of a sharp

indenter was used. The point load is illustrated in Figure 7. The concentrated point force P was

applied at the origin of the cylindrical coordinate system.

Figure 7 Point force P at the origin of the cylindrical coordinate system

In this cylindrical coordinate system, the displacement components in the r, 6 and z axes

are denoted by u, v, and w, respectively. The stress components can be expressed as [8]:
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The displacement components u (radial direction), v (tangential direction), and w (vertical

direction) can be written as [8]



(1-2v)(1+v)P z r’z

u, = > 1y [(r2 +Zz)1/2 -1+ (1—2v)(r2 +Z2)3/2] (5)

v9=0 (6)
P (1+v)d 2(1-1%)

wz - 2ﬂ'E[(r2 +ZZ)3/2 (r2 +ZZ)1/2] (7)

Within this semi-infinite body, a small volume of the same size of a test specimen
centered at the origin of the coordinate system was of the most interest. The displacements in the
front surface of the small volume were calculated using the equations 5, 6 and 7. The front
surface was divided into a 75 x 100 mesh grid. The coordinates x and y at each grid point was
calculated in a Cartesian coordinate system. Therefore, the displacement components in the

Cartesian coordinates are as follows:

1-2v)(14+V) P 2 .

u, = ( ;i[(Er V) [(r2 +Zzz)1/2 -1+ R _zv)(rrzz+ )7 Jsin(arctan(x/ y)) ¢))
1-2v)(14V) P 2

u, _{ ;3Z(E: v) = +Zz2)"2 1+ ; _Zv)(rr22+zz)3/2]cos(arctan(x/ ) o)

P (1+v)Z? N 2(1-v?)
Wz_zn.E (r2+22)3/2 (r2+22)1/2

where, r = ,/xz +y?

The analytical solutions for polycarbonate material were calculated using equations 7 to

(10)

10. At 44.5 N, the displacement distribution contours in both u- and v- fields for a polycarbonate
material are shown in Figures 8(a) and (b). The displacement contours in both « and v fields are

symmetric, and the trends are very similar to experimental observations.

A comparison of the experimentally obtained displacement contours with the finite
element analysis contours was conducted. The first step for the displacement comparison was to
analyze the experimentally recorded moiré fringes. The next step was to place the experimental
fringe pictures side by side with the FEA contour plots. It is observed in Figures 3, that the
numbers of initial fringes for both u-field and v-field are not zero. The net displacements

corresponding to each static load could be obtained by subtracting the initial displacement field



from the displacement field of each specific loading. A subtraction was performed numerically
for each corresponding point on the outer surface. Figure 9 shows examples of the digitized
moiré fringe patterns for polycarbonate specimen under static load of 0 N and 44.5 N. The net
displacement contour for 44.5 N load was obtained and is shown in Figure 10(a). The zigzagged
curves and other irregularities in Figures 10(a) are due to the numerical noises introduced in the
subtraction process. A smooth line would be calculated when the initial fringe pattern matched
the loaded fringe patterns exactly. The contour plot algorithm used in the plotting software could
be partly responsible for the irregularities in the net displacement contours. The net displacement
contour is approximately symmetric with respect to the centerline. The u-field displacement
contours predicted by the FEA model are illustrated in Figure 10(b) for polycarbonate under
static load of 44.5 N. In the net u-displacement contour graph in Figure 10(a), there is an
approximate symmetry with respect to the centerline of the specimen. There is no u-
displacement along the symmetry line. On either side of the symmetric line there are three
deformation zones. Along the top edge is the upper displacement zone, where the material
moves towards the loading point and the centerline. The values of the displacements are
negative. In the lower portion of the specimen surface is the lower displacement zone. In the
lower displacement zone the material moves away from the centerline. The values of the
displacements are positive. The maximum displacement in the lower displacement zone is
approximately 834x10° mm, which can be represented by two moiré fringes. Separating the
upper and lower displacement zone is a neutral displacement zone. In the neutral zone there is
no displacement. Examining the contour plot obtained from the finite element analysis, as shown
in Figure 10(b), there are three displacement zones on either side of the specimen. The
magnitudes of the displacements coincide with the experimentally obtained results in Figure
10(a). Therefore, the displacement fields depicted in Figure 10 (a) and 10(b) are very

comparable.
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A similar comparison was made for the v-field displacement contours between the
experimental results and the FEA results for the polycarbonate specimen. The net result of the v-
field displacement contour after subtraction is shown in Figure 11(a), and the FEA predicted
contour is shown in Figure 11(b). There is a general symmetry in the v-displacement field with
respect to the centerline of the specimen, which is the case for the FEA v-displacement contour
plot in Figure 11(b). Along the lower edge the v-displacement is zero. The maximum v-
displacement is at the loading point, or the center point of the upper edge. The maximum
displacements from both experimental and FEA are approximately 5000x10° mm. There is an
apparent close match between the experimental results and the finite element prediction in the v-
displacement field also. The above comparison in both u- and v- fields demonstrates that the

results from the experiments agree with that of FEA results.

Figures 8 are the contour plots from the analytical solutions described in Equations 1 to
10. The contour plots represent the u- and v- displacement for a small block of material in a
semi-infinite body. Comparing displacement contours in the u and v fields from the analytical
solution in Figures 8, with those from FEA and experiments in Figures 6(a) and (b), it is obvious
that the displacement contour trends are very similar. However, the magnitude of the
displacements of the analytical solution is smaller than the FEA contour indicated, and smaller
than the experimentally recorded displacements at their corresponding locations. The analytical
u-field displacements in Figure 8(a) are about 1/7 of those from the FEA or experiments in
Figure 11. The analytical v-field displacements in Figure 8(b) are about 1/4 to 1/5 of those from
the FEA or experiments in Figure 6(b). The differences in the displacements in both u- and v-
fields are probably due to the different boundary condition between the semi-infinite body and
those in the FEA model and experiment. For example, in the experimental setup and FEA
model, both sides of the specimen were free of support. In the semi-infinite model, the specimen
volume is supported by the adjacent materials, and the adjacent material prevents the material
deform freely in the v-direction. Thus smaller displacement was observed in the analytical
solutions. Another important factor that is attributed to the differences is that the applied load in
the analytical model is a concentrated force at the center of the block volume instead of a blunt

pressure load, as is the case in experimental and FEA models.
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The optical experimental and FEA results for alumina were studied and are also
compared here. Figures 4(a) and 4(b) are the moiré fringes pictures from the experiments in u-
and v- displacement fields respectively. Figures 6(a) and 6(b) are the contour plots obtained
from finite element analysis for the alumina material. As can be seen in the experimental results
shown in Figures 4(a) and Figure 4(b), the number of moiré fringes nearly remained constant in
both u- and v- fields as the static loads were increased from O N load to 62 N in both u- and v-
fields. Checking the FEA contours in the v fields, as illustrated in Figure 5(b), the maximum
displacement at static load of 44.5 N is 3.97x10° mm, which is still less than that represented by
one moiré fringe 417x10°. In the v fields, as illustrated in Figure 5(a), the maximum u-
displacement at static load of 44.5 N is 7x10° mm, is also less than the moiré fringe value. The
comparison between the FEA results and experimental results in u-and v- field displacements
equally demonstrates that the experimentally obtained displacements agree with those predicted
by FEA for the alumina material. From these comparisons, it is obvious that the maximum
displacement in both u- and v- fields at static load of 44.5 N on a polycarbonate is quite different
from those of alumina. The displacements for ceramic are much smaller than the polymer
because the ceramic is a much stiffer material than that of polycarbonate. Therefore, the
displacements for the ceramic under the limited static loads could not be measured by moiré

fringes.

6 SUMMARY AND CONCLUSIONS

The surface displacements of polycarbonate and alumina specimens under concentrated
static loading were determined by using moiré interferometry experiments and through the finite
element analysis models. The boundary conditions for both experimental and numerical studies
were the same. The surface displacements were also analyzed using a closed form solution.
These results are presented in terms of moiré fringes and contour plots. The experimental
findings and the FEA results were compared for the polycarbonate and ceramic specimens under
static loading. The patterns of the displacement distribution were similar. In the polycarbonate
specimens, the moiré interferometry results were in good agreement with the finite element
analysis results. For ceramic specimen the number of moiré fringes did not change as the load

was increased from 1 to 62 N. This was due to the high stiffness of the ceramic material. The



good correlation between the FEA modeling and the experiments of the static loading on
polycarbonate and alumina demonstrates that the FEA modeling is able to predict the

displacement distribution for both polycarbonate and alumina under static loading.
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ABSTRACT

Current study is concerned with numerical modeling of waterjet depainting process. As a
modeling tool a simple neural network with backpropagation of error was applied. After the
network was “trained” and verified to perform satisfactory it was used for prediction of the
output variable- the strip width once the set of input parameters (water pressure, traverse rate,
stand-off distance) was specified, for sensitivity analysis and for the process optimization. The
average relative error of prediction was 2.4%. Found sensitivity coefficients show how different
input parameters influence the output parameter. The water pressure coefficient was found to be
always positive, which proved that the increase in water pressure results in increase in a cleaning
width. The traverse rate coefficient was always negative. The coefficient for standoff distance
starts with positive values, then slowly decreases to zero (as cleaning width reaches its
maximum) and takes negative values. The optimization scheme based on the Zoutendijk’'s
method of feasible directions with slight modifications was used to find the set of optimal
process parameters.
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1. INTRODUCTION

Phenomena involved in surface cleaning are very complex and often not well understood. Often,
physical measurements of the pertinent quantities are very difficult and expensive. These
difficulties lead us to explore the use of neural networks systems as a way of processing
experimental measurements. Neural networks approach the modeling representation by using
precise inputs and outputs to "train" a generic model which has sufficient number of degrees of
freedom to formulate a good approximation of the complex relationship between the inputs and
the outputs. Neural networks, as a modeling tool, have a number of advantages. They can
represent (i.e., model) complex nonlinear relationships, and they effective at classification of
phenomena into pre-selected categories used in the training process. They can also deal with the
noisy data by separating noise from a real data. On the other hand, the precision of the outputs is
sometimes limited because the minimization of least square errors does not mean "zero error."
Another drawback is the need for substantial data that are representative and cover the entire
range over which the different variables are expected to change.

The detailed explanation of the experimental setup and experimental data used in the
construction of Neural Network model are given in paper “ Fuzzy Logic Model of Waterjet
Depainting: grapho-analytical approach”, which will be presented at X Waterjet Technology
Conference, Houston, Aug, 1999.

2. INTRODUCTION TO ARTIFICIAL NEURAL NETWORKS

An atrtificial neural network consists of many interconnected identical elementary processing
units or neurons, in architecture inspired by the structure of the cerebral cortex of the brain. A
neuron is a simple processing unit (Fig .1), which consists of two parts. First part simply sums up
all the weighted inputs (I) from other neurons, while the second part modifies this aggregated
input by applying an activation function to it. The input signals X1, X2, X3..., Xn are sent to a
processing unit. A connection from an input unit to a processing unit is assigned a so- called
weight (wy), which modifies input signal, making it either positive or negative, which
corresponds to acceleration or inhibition of the signal in a biological neuron.

()

Figure 1. Schematic of an Artificial Neuron.



The working of a neuron is summarized in the following equations. Equation 1 shows that an
input to a neuron is composed of the sum of weighted outputs from the neurons in the proceeding
layer. Equations 2 and 3 shows that a neuron generates an output by applying a function to its
input, found in (Eq.1).

| = Z wx  Sum ofwightedinputs (Eq.D

1=1

T=T (1) Activatiorfunction (Eq.2)

The most widely used activation function is the logistic sigmoid, given by:

() :1%6_. (Eq.3)

The activation function limits the values of the output of an artificial neuron to values between
two asymptotes ( O-1 in this case). This limitation is very useful in keeping the output within a
reasonable dynamic range.

The neurons in a network are usually arranged in layers (Fig. A1l). A number of layers in the
network depend on a problem complexity. Within the network the information from a neuron in
the preceding layer goes to all the neurons in the next layer through the network connections.
Each connection has its weight associated with the importance of this particular connection.
Training or learning is the process of adjusting the internal parameters of a network (its weights)
to reach its optimum performance. During training (learning) process these weights are adjusted
according to some particular algorithm, thus memorizing a functional relationship between input
and output variables. The backpropagation training algorithm is shown in Fig. A2. Prior to
training the data base representing the process is divided into training data set and checking data
set. The data in each set is represented in form of input — output pairs. In a supervised learning
an input pattern, presented to the network, generates some random output. This generated outpu:
is compared to the desired target value to define an error. This error is then backpropagated to
adjust the weights in order to minimize this error function. These new weights are then assigned
to a network and the procedure is repeated for a new input — output pair. This procedure is
repeated iteratively until all training data pairs are used. The error after each iteration is stored to
accumulate the total error. After all training data pairs are used (one epoch) the total error is
compared to some specified error tolerance. If the tolerance is not met the procedure is repeated.
If the tolerance is satisfied the procedure is stopped and the weights adjusted after the last
iteration constitute the output of the training. These weights are assigned to the network and the
network is considered to be trained. To check the network performance the checking data set is
used. After the network is checked to perform satisfactory it is used as the model of the process,
i.e. for process prediction, sensitivity analysis, optimization, etc.



3. NEURAL NETWORK MODEL OF WATERJET DEPAINTING PROCESS

The network architecture used in modeling of waterjet depainting process is shown in Fig.Al.
For this problem the four-layer network is chosen. The input layer consists of three neurons,
which corresponds to the number of experimental parameters. Thatréppésents the water
pressure, Xrepresents the traverse rate, andrepresents the standoff distance. The output
layer consists of one neuron (T), which corresponds to the process output variable, the strip
width. Two hidden layers are used in the current network’s architecture. Biases (neurons which
activation’s are always a unity) are also included.

An experimental database representing waterjet depainting was acquired and divided into two
data sets- training and checking. The training data set was used to train the network to respond
correctly to an input pattern. A simple feed forward algorithm with backpropagation of error was
used in the training of the network (Fig (A2)). The detailed discussion of this method is available
elsewhere (Tsoukalas et al., 1997), and therefore only a brief summary is presented here.

For a multilayer neural network with two hidden layers, three input neurons, one output neuron
and a notation given in Fig. Al the following set of algebraic equations apply:
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Firsthiddenlayer: 1., =U,, + Z U, X, (Eq4)
_ 1 _
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Output layer:
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T = 1 fork= 1 (Eq.9)
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The error is then computed as:

E= O.SEZ[YK—TK]Z for k 1 (Eq.10)



where § is the network’s output andy¥Ys the experimental value of the output variable. The
equations 4-10 are the standard representation of signal propagation in a feed forward neural
network (Tsoukalas et al., 1997). After the error is defined it is propagated backwards to define
new weights. A weight updating is then performed according to the following formulae:
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where the expressions in the brackets are the partial derivatives of the error function ( Eq. 10)
with respect to weights on different connections, gnid a some small constant, called the

learning constant. Since error is a function of weights then these partial derivatives are evaluated
as follows:

9E _ 9E 9T, 0l
oW, aT, I, OW,,

=-[Y - T]O% the - T,)zZ,, ,for j=1,5and k= 1. (EQ.14)

where E is given by Eq.104Ts given by Eq.9, and Is given by EQ.8. In the similar manner the
rest of the desired derivatives is presented:
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The new weights are then substituted in to the network and this procedure is repeated iteratively
until the network is trained. After the network is trained its performance is verified with a testing
data set. At this point only the feed forward part of the algorithm is applied. When the network is
verified to perform satisfactory it can be used as the model of the process- for sensitivity
analysis, optimization, or for prediction of an output, once an input is specified.



Figure 2 shows the convergence of the training of the neural network for waterjet depainting.
The training of this network takes 2,876 cycles; the final error is 0.024. The results of the process
prediction using Artificial Neural Network Model are presented in figures A3-A6.
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Figure 2. Training of the Neural Network.

4. SENSITIVITY ANALYSIS

In performing sensitivity analysis we are interested in evaluation of the degree of influence of
different input variables on the process output. In other words, if we slightly perturb input, how
would output react? And what input influences output(s) the most. For the network with two
hidden layers, using the notation of Fig. Al the desired gradients are found in the following
manner:

ol 0zZ,. dll .., 0Z,,, 9l > >
= o - I 2w Q0 0 0 = Tf- K]DZWJ« 2z E(l—ZZ(j))D;th H
0X, dly, 02Z,, ol 0Zy Ol OX, 2, "
Zyy O0-Z4) YU, for = i 23] E5h 1,5 (17)

where §, I, ZZ, ll;, Z, Ir are given by Equations 9,8,7,6,5,4 respectively.

In observing the calculated sensitivity coefficients we could see the following pattern. The
coefficientol, which corresponds to X1 input variable, is always positive. It suggests that as we
increase X1 the magnitude of the output variable Y also increases. As for the coefit;ient
which correspond to process variable Traverse Rate (X2), we see that it always has a negative
value. Which means that positive change in X2 results in a decreasing value of an output
variable. Or, in other terms, as we increase traverse rate of the nozzle, a cleaning width will
rapidly decrease.

The third sensitivity coefficieny3, which shows the influence of the standoff distance on the
output variable- the strip width, behaves in the following manner. As we can see from the Fig



A3, strip width increases with increasing standoff distance, until the optimum standoff distance
is reached, beyond which the further increase in standoff distance results in decrease in the strip
width. The coefficiento3 starts with positive values, reduce to zero at the point of extremum,
and proceeds with negative values.

5. PROCESS OPTIMIZATION

In any cleaning operation we are interested in finding a set of waterjet parameters which
produces the highest cleaning rate. The cleaning rate is given by:

Cleaning Rate = Nozzle Traverse Rate * Width of Strip (Eq. 18)

Thus the optimization problem is to determine the set of waterjet parameters which maximize the
objective function given as product of Nozzle Traverse Rate (X2) and Width of Strip (T) subject

to some process constrains. These constrains limit the waterjet pressure to a chosen range (67
MPa - 276 MPa) and Nozzle Traverse Rate (635 mm/min — 8890 mm/min) since any value of
these parameters beyond these ranges will result either in incomplete paint removal or substrata
damage. Thus the optimization problem is:

maxIP=X [T 2 (Eq.19)
subject ta
Kinin € XS Xipax 1 Xomin S X, <X

2min — 2max

wherelP isindexof perfomanceX; is waterjetpressure,X, isnozzle traverseateandTis the
processoutput -thestripwidth.

The neural network model of the waterjet depainting is a set of algebraic equations. Thus, the
problem of determining the set of waterjet parameters for optimal process productivity is a
constrained optimization problem for which a number of standard methods can be utilized. In
this work the optimization scheme based on the Zoutendijk’'s method of feasible directions with
slight modifications was used. In general all gradient descent methods require calculation of
gradient of the objective function with respect to control variables. For the objective function
given by equation 19, the desired gradients can be expressed as:

dIP _ 9(X, [T) oT . _0X,

=X, ——+T
X, X oX,  oX

for =1 1,2,3 (Eq.20)
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obviously, isequalto zeroif i# 2, ancqualtounity, if i=2.

The evaluation of the gradient d(output)/d(input) is given by Eq.17.



Thus the optimization scheme is given by:

Xinew = Xiog T4 (%)

)¢

, (Eq.21)

inew

WhereA(i) is a step length for simplicity was taken as a small constant, with sign equal to that of
the corresponding sensitivity coefficient.

6. RESULTS AND DISCUSSION

In this work we applied the artificial neural network for modeling the waterjet depainting
process. The results of the modeling are presented in figures A3- A7. The predicted values of
strip widths for different standoff distances at different water pressures correspond to measured
ones rather accurately thus the model can be used for practical purposes. The neural network
model was also used for sensitivity analysis (Eq. 17), to evaluate the effect of process variables
on the process output. As the result of the computation we determine the strong effect of the
increase of water pressure and decrease of traverse rate on the strip width. The results are rathe
obvious and demonstrate the effectiveness of the technique. More interesting is the investigation
of the effect of standoff distance on process result. The change of the sign of the coefiicient
shows that the relationship between the strip width and the standoff distance has extremal points,
which represent the optimal values of this variable. We investigated the effect of the traverse rate
and water pressure on the optimal values of the standoff distance. The iterative procedure used
for this investigation was similar to that given by Eq. (18-21). In this case the objective function
was given by Y (the strip width), and the process variable being optimized was the stand-off
distance. Water pressure and traverse rate were fixed. The results of these calculations are showr
in Fig. A7. This figure indicates the effectiveness of the increase of the standoff distance as water
pressure increases and traverse rate drops. This conclusion constitutes a reasonable
recommendation to practitioners. We also investigated the overall process optimization. As a
result of the optimization scheme given by Equations 18-21, the following waterjet parameters
were obtained: X1 (Waterjet Pressure)= 274.632 MPa, X2 (Nozzle Traverse Rate) =8889.89
mm/min, X3 (standoff distance) = 187.453 mm. These values of the water pressure and traverse
rate are the maximum values used in the experimental study. The resulting width of strip is 2.516
mm, productivity of the process was 1.342 m2/hour.

7. CONCLUSION

In the course of this study we applied a neural network procedure for evaluation of waterjet
depainting. The process information was rather trivial and can be acquired by routine
experiments. The experimental database used for this analysis included 120 data points. No
special computational facilities were needed. Thus both experimental and numerical facilities
required for this investigation do not exceed capabilities of a small research group. As a result of
the performed analysis we generated a trained network, which constitute a reasonable process
model. When a new analysis is required a comparatively modest additional training will be
needed. Thus a rather practical routine for modeling of waterjet depainting is suggested.
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9. NOMENCLATURE

X - input signal

Y - target value (experimental)

T(I) - output signal

| - the sum of the weighted inputs to the neurons in the first hidden layer

Il - the sum of the weighted inputs to the neurons in the second hidden layer



Z - output of the neurons of the first hidden layer

ZZ - output of the neurons of the second hidden layer

U - the weights on connections to the first hidden layer

V - the weights on connections to the second hidden layer
W - the weights on connections to the output layer

E - error function

O - sensitivity coefficient

IP — index of performance

n- learning constant

A - optimization step size

subscripts:

i =1,n — index of the input neurons

h=1,p — index of the first hidden layer neurons
J=1,q — index of the second hidden layer neurons

k= 1 — index of the output layer neurons



10. GRAPHICS
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Figure Al. Structure of NN for Waterjet Depainting.
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ABSTRACT

In order to circumvent the disadvantages of the conventional cracking and seating technique a new
approach is proposed for rehabilitation of Portland cement concrete (PCC) pavements using
abrasive water jet. This approach focuses on controlled and uniform fragmentation of the PCC
pavement substrate initiated by previously cut slots using abrasive water jet (AWJ). Initially a
parametric study is conducted in order to quantify the influence of the AWJ cutting parameters on
the depth of cut on the PCC slabs. Subsequently, detailed investigation of the virtual crack
propagation in the PCC slab slotted with abrasive water jet is conducted using finite element
modeling technique to evaluate the best geometry of slotting. The stress distribution and nature of
crack initiation and crack propagation with varying loads for several depths of slots are evaluated
for different slot geometries and compared with that of a concrete slab without any prior slots. The
results indicate that diagonal slots not only provide uniform size fragments and crack patterns
extending through the entire thickness, eliminating spalling, crack fanning and shattering, but
also, preserve the structural strength of the substrate.
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1. INTRODUCTION

National highways and airports of industrialized countries extensively use portland cement concrete
as the construction material. Spalling, cracking, joint disintegration and faulted joints cause
deterioration of pavement quality considerably, as it ages. Deteriorated PCC pavements pose safety
hazards, riding discomfort, and lead to increased maintenance costs, increased vehicle operating
costs and other maintenance problems. Rehabilitation of damaged PCC pavements is usually
performed by overlaying the pavement with hot mix asphalt (HMA). If proper precautions are not
taken before performing the overlay process, the quality of the asphalt overlay could deteriorate
considerably due to ‘reflective cracking’. ‘Reflective cracks’ usually propagate through the entire
thickness of the asphalt layer. The basic mechanisms responsible for the reflective cracks in the
asphalt layer are the horizontal and vertical movements of the underlying PCC pavement
(Jayawickrama and Lytton, 1987). The horizontal movement of the PCC substrate is caused by
tensile stresses due to expansion and contraction as a result of temperature and/or moisture changes
The vertical movement is produced by high shear stresses in the asphalt layer due to differential
deflection and vertical movement caused by wheel loads moving over a crack or joint in the PCC.
Several techniques of PCC slab reduction such as cracking and seating, breaking and seating, ol
rubblizing are resorted to before asphalt overlay to minimize the horizontal and vertical movements
of the PCC.

Among the PCC pavement rehabilitation techniques, cracking and seating is found to be very
economical especially for those without reinforcements (Schutzbach, 1989). As a result of this
technique, the existing slabs, while maintaining some degree of aggregate interlock load transfer are
able to undergo the rehabilitation process effectively. Cracking it into small pieces reduces the
horizontal movement of the pavement substrate, which causes it to perform as a semi rigid system.
Seating the pavement firmly against the sub grade minimizes the vertical movement of the PCC
pavement. For heavily reinforced slabs, the steel reinforcement as well as the concrete have to be
broken through a technique which is called break and seat technique. Different types of expensive
and heavy duty cracking equipment such as hydraulic spring hammer, pile hammer, impact
hammer, guillotine hammer, and whip hammer are used nowadays to crack the PCC substrate
(Thompson, 1989, Sharpe, et al., 1987, Lukanen, 1987). Disadvantages of the currently used
cracking techniques are lack of control on the crack pattern and the size of the slab’s fragments, lack
of penetration of the crack through the entire thickness of the slab and degradation of the substrate
strength due to slab fragments, spalling, crack fanning and shattering (Schutzbach, 1989). The
increased difficulty in achieving cracking in PCC pavements with steel reinforcements also
contributes to the difficulty of achieving good performance.

In order to circumvent the above disadvantages of the current cracking and seating technique a new
approach is proposed in this investigation for rehabilitation of PCC pavements using abrasive water
jet. This approach focuses on controlled and uniform fragmentation of the PCC pavement substrate
initiated by previously cut slots using abrasive water jet (AWJ). Initially, a brief overview of PCC
pavement rehabilitation technique is provided followed by development of an empirical equation
relating the AWJ process parameters and the depth of cut. Then, finite element modeling (FEM) is
performed to evaluate the crack propagation through the PCC pavement concrete slotted with
abrasive water jet. Finally, the results of this investigation of virtual crack propagation in PCC slabs
are evaluated to determine the best geometry of AWJ slotting.



2. ROLE OF ABRASIVE WATER JET IN PCC PAVEMENT REHABILITATION

Although cracking and seating has become very popular for PCC pavement rehabilitation, the
current techniques used for cracking have several disadvantages as stated above. It is impossible tc
achieve optimal crack patterns, especially vertical cracks, which are adequate to eliminate thermally
related reflective cracking. The size of the fragments has a direct impact on the design
considerations as well as long-term performance of the overlay (Crawford, 1989). Also, the crack
pattern depends on the impact equipment, energy of impact, slab temperature, inherent stresses ir
the slab, and sub grade condition. The jackhammers, which are used for the cracking and seating
technique are slow, noisy, dusty and labor intensive (Sharpe, et al., 1987). While using them, it is
impossible to avoid removing the good concrete along with the bad or damaged reinforcing steel
(Sugiyama and Tabata, 1988). Often times, it is also necessary to remove the existing asphalt
overlays prior to cracking in order to verify the crack pattern.

Rehabilitation of PCC pavements assisted with abrasive water jets is a viable alternative to prolong
the service life of the overlays and decrease the future maintenance costs. The advantages of this
technique (Mohan and Kovacevic, 1998) are:

1. The shape and size of the PCC fragments could be controlled. Instead of square or
rectangular shaped PCC fragments, any desired shape, which is appropriate for cracking,
could be produced.

2. Transverse and longitudinal cracks in the PCC pavements, which have a detrimental effect,
could be eliminated.

3. Structural strength of the PCC pavement could be preserved.

4. Spalling, crack fanning and shattering could be eliminated.

5. The crack pattern does not depend upon the impacting force, slab temperature, the residual
stresses in the slab, or the sub grade condition.

6. Itis relatively easy to cut the reinforcement as well as the asphalt overlay. It is also easy to
verify the presence of the crack pattern even when the asphalt overlays are present.

In order to capitalize on the advantages offered by AWJ in PCC pavement rehabilitation, the current
investigation is aimed at exploring the feasibility of replacing the existing methods of cracking and
seating by notching and seating assisted with AWJ. The efficiency and economy of application of
the AWJ in PCC pavement rehabilitation could be improved considerably by an optimum choice of
the process parameters and the geometry of slotting. There have been several investigations dealing
with concrete cutting with water jet and abrasive water jet (Sugiyama and Tabata, 1988, Fairhurst
and Spencer, 1985, Arasawa, et al., 1986, and Schmid, 1989). Investigations of Arasawa et al.
(1986) indicated that it is more effective to remove the concrete first and the cut the reinforcements
afterwards while cutting reinforced concrete slabs with AWJ. Kokaji et al. (1988) investigated the
effect of abrasives on the cutting performance of concrete and concluded that garnet abrasive has
the highest cutting performance and that there is no correlation between the grade of garnet and the
cutting depth. The present authors conducted a feasibility study (Kovacevic, et al., 1993, Mohan and
Kovacevic, 1998) on concrete pavement rehabilitation using abrasive water jet. There have also
been few investigations on numerical modeling of crack propagation and fracture in concrete
(Gerstle and Xie, 1992, Ingraffea and Saouma, 1984, Swartz and Taha, 1990 and Swenson and
Ingraffea, 1988). These investigations highlighted the merits of numerical modeling techniques for
predicting the material failure mechanisms in concrete. Current investigation focuses on the usage



of finite element modeling techniques for quantifying the effect of different slot geometry on the
crack propagation and material failure pattern. A brief description of the experimental set up and
procedure is given below.

3. EXPERIMENTAL SET UP AND PROCEDURE

A schematic of the abrasive water jet cutting system used for this investigation is shown in Fig. 1.
The system consists of a high-pressure intensifier pump, AWJ cutting head, abrasive metering and
delivery system, catcher tank and an X-Y-Z positioning system. The water is pressurized in the
intensifier pump and sent to the cutting head where the high-pressure water is converted to high
velocity water as it flows through the sapphire orifice assembly. The high velocity water jet is
mixed with the abrasive particles in the mixing chamber and the slurry consisting of the abrasive
water jet mixture flows through the AWJ nozzle and cuts the work piece. The position of the cutting
head could be manipulated by the X-Y-Z positioning system equipped with a CNC controller.

Initially a parametric study is conducted based drcdnposite factorial design to quantify the

effect of the AWJ cutting parameters namely water pressure, abrasive flow rate, traverse speed and
standoff distance, on the depth of penetration. The workpiece material used was Portland cement
concrete (PCC) of 15 years age, size 1.8 m X 0.30 m X 0.30 m and an average compressive strength
of 34.4 Mpa.

In the second phase of the investigation, crack propagation through concrete slabs previously slotted
with abrasive water jet is investigated using finite element modeling technique. Concrete slabs are
slotted at different geometries such as longitudinal (case B), transverse (case C) and diagonal (case
D). The stress distribution and nature of crack initiation and crack propagation with varying loads
for different depths of slots are investigated for each of the above cases and compared with that of a
concrete slab without any prior slots (case A). Finite element modeling software, ANSYS was used
for the investigation. The element type was defined as STIF65 (DeSalvo and Gorman, 1989) which
is primarily a non-linear 3D non-reinforced concrete element with cracking and crushing capability
at integration points. STIF65 has also the capability to accommodate temperature sensitive stress
distribution. This element type was adopted, as it is capable of treating cracking (in three orthogonal
directions) during tension, crushing during compression, plastic deformation and creep. Each
element was defined by 8 nodes with 3 degrees of freedom per node and the loading was performed
gradually to avoid crushing at integration points. The work piece geometry of 1.8 M X 30 cm X 30
cm was adopted and a symmetry boundary condition about the X-axis and Y-axis was assumed.
Analysis type KAN,O (static) was adopted for the investigation. An overview of the results of this
investigation followed by a brief discussion is provided below.

4. RESULTS AND DISCUSSION
4.1 Influence of Process Parameters on the Depth of Cut
In order to quantify the role of each process parameter on the depth of penetration, detailed

experiments were conducted based off eeBtral composite factorial design of experiments. The
parameters investigated were: water pressure (P), abrasive flow rate (Q), jet traverse speed (V) and



standoff distance (S). The developed empirical model relating the above process parameters and
depth of cut (d) for the above material could be expressed as:

0.1844, , -0.5671 0.0068

d = 1.3545P %7¥%q V S

(1)
Above equation is valid for the following range of process parameters:

103< P < 241MPa
454< Q< 90M/ s
085<V < 67Tm/ s
6.35< S< 254 mm

The abrasive material used was garnet with mesh size 36. The AWJ nozzle (length = 76.2 mm)
inside diameter was 1.2 mm and the sapphire orifice diameter was 0.46 mm. The angle of
impingement of the jet was 90An excellent fit to the data was achieved with a multiple correlation

coefficient or B value of 0.96.

The above equation indicates that the water pressure, traverse speed and abrasive flow rate are th
most influential parameters on the depth of cut. Planes of constant depth of cut of 40/60/90 mm
derived from Eq. (1) are shown in Fig. 2. From this figure, it is relatively easy to determine the
combination of the AWJ cutting parameters required to achieve the desired depth of cut in the PCC
pavement block.

4.2 Finite Element Modeling of Virtual Crack Propagation in the PCC Pavement Slab

The equation (1) provides the relationship between the AWJ process parameters and depth of cut.
This equation and Fig. 2 could be used to determine the process parameter settings, which will
provide a known depth of slotting in the concrete. However, it is necessary to determine what will
be the most optimal depth of cut and the geometry of cut, which will produce a predetermined
orientation of crack propagation through the PCC slab during pavement rehabilitation. As noted
earlier, prior slotting of PCC pavements with AWJ will also produce uniform size fragments
making the rehabilitation process simpler and cheaper. In order to evaluate the geometry of AWJ
slotting, a finite element modeling of the stress distribution and crack propagation in the PCC slabs
with and without AWJ slotting when subjected to gradual compressive load (till failure) is
investigated. Four different depths of slotting were considered namely 25 mm, 50 mm, 75 mm, and
100 mm. Three slotting geometry namely longitudinal, transverse and diagonal are considered (see
Fig. 3) for comparison with crack propagation in PCC slabs without slotting. Initial investigations
indicated that with increase in depth of slotting the onset of cracks and failure of the PCC slabs were
occurring relatively early. However, considering the additional effort needed to slot the PCC with
AWJ, savings in the time of crack initiation and propagation through the entire thickness of the PCC
slab, and the need to have uniform sized cracks, a slotting depth of 75 mm was found to be optimal.
It may be noted that this depth is one fourth of the thickness (300 mm) of the PCC slab. Hence,
further investigations to determine the best geometry of slotting were conducted by slotting the PCC
slab through a depth of 75 mm. A brief description of the procedure adopted and the results of FEM
modeling are given below.



Material characteristics for failure due to cracking/crushing in the ANSYS program are based on an
enhanced version of the five parameter William and Warnke (1975) failure model. With the
William and Warnke algorithm as incorporated in the ANSYS program, concrete behavior can be
modelled with a minimum of two parameters, namely ultimate tensile strength and ultimate
compressive strength. Other three parameters that could be input are experimental values for bi-
axial crushing stress, bi-axial crushing under ambient hydrostatic stress and uni-axial crushing
stress. Temperature-based non-linearity could be taken into account by inputting parameter values at
six temperature conditions. Shear friction between the cracked faces is accounted for by user
controlled shear transfer coefficients for both opened and closed crack conditions during cracking
analyses. The element theory is based upon a formulation, which includes modified extra
displacement shapes. A 2x2x2 lattice of integration points were used with the numerical (Gaussian)
integration procedure.

As plasticity problems are non-linear, an iteration procedure based on incremental Newton-Raphson
method was adopted for analyzing the plasticity effects. For plasticity analysis, plastic
incompressibility assumption was adopted where the tensile and compressive yield stresses are
related by the consistency equation:
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where, g, is the magnitude of the tensile yield stress in diregfiand o_; is the magnitude of the

compressive yield stress. The vyield stress must also define a closed vyield surface, which is
mathematically given as:
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which should always be true, whevé = (o0,,0.,)/(0_0,;). Creep was also handled by the

incremental technique of Newton-Raphson Method. The combined effect of primary creep and
secondary creep were used for analysis. Kohnke (1989) may be consulted for further details.

Typical printouts of stress distribution for different types of slotting and various loading conditions
are shown in Figs. 4 - 10 for the following cases:

Case A: PCC slab without slotting

Case B: PCC slab with longitudinal slots
Case C: PCC slab with transverse slots
Case D: PCC slab with diagonal slots

The stress distribution and the failure state for each of the above cases are described below.
4.2.1 Case A: PCC Slab Without Slotting
The Fig. 4 shows the PCC slab before crack initiation and Fig. 5 shows the PCC slab after failure.

From these figures, it can be seen that failure of the PCC slab is due to localized crushing rather
than uniform cracking which is very undesirable for pavement concrete as it will cause excessive



loss of structural strength, non uniform and uncontrollable cracking pattern, and will lead to
reflective cracking due to the vertical movement of the pavement slab. Fig. 11 shows the applied
pressure in the Z-direction at the point of initiation of the cracking and after complete failure. It can
be noted that the cracking is initiated at a pressure of about 26 Mpa and the material completely fails
(in this case, due to crushing) at a pressure of about 36 Mpa. As can be intuitively expected,
relatively larger pressure is required in the case of PCC slab without slotting for crack initiation and
failure.

4.2.2 Case B: PCC Slab With Longitudinal Slots

Figure 6 shows the stress distribution in the PCC slab along a plane 75 mm below the Z-axis (where
the kerf bottom of the longitudinal slots is present). This figure corresponds to the condition prior to
crack initiation. It can be noted that the stress concentrations are along the slotted directions.
Analysis of the PCC slab stress distribution after failure indicated that the concrete failure is
primarily due to crushing of the slotted top layer rather than induced cracks. From Fig. 11, it can be
seen that compared to the PCC slab without slot, lesser load is required to cause crack initiation and
material failure for PCC slabs with longitudinal slots.

4.2.3 Case C: PCC Slab With Transverse Slots

In order to clearly visualize the failure mechanisms in the PCC slab with transverse slots, the stress
distribution at the plane (Z = -150 mm) before failure for lead step 5 is plotted in Fig. 7. In this case,

it can be noted that the stress concentrations are not oriented along the directions of the slots. Failure
is due to localized crushing instead of cracking. The transverse slots do not seem to have much
influence in reducing the cracking effort or deciding the crack pattern. Even though lesser load is
required for causing crack initiation and material failure for PCC with transverse slots as indicated
by Fig. 11, the failure mode of crushing is undesirable.

4.2.4 Case D: PCC Slab With Diagonal Slots

Stress concentration, cracks induced and material failure pattern in the PCC slab with diagonal slots
at the initial stage of loading is shown in Fig. 8. A bisected view of the PCC slab, which shows the
details of the internal cracks and stress concentration before complete material failure, is shown in
Fig. 9 to visualize the failure pattern. Fig. 10 shows the crack pattern of the PCC slab after complete
material failure. From these figures, it can be seen that the stress concentrations are along the slottec
geometry as well as parallel to them. Cracks are clearly seen along the stress concentrations. From
Fig. 10, it could be noted that the material failure is primarily due to internal cracking (which is the
most desirable) rather than crushing. Fig. 11 indicates that relatively less load needs to be applied on
PCC slabs with diagonal slots for causing crack initiation and material failure.

A schematic of the proposed slotting and seating procedure for PCC pavement rehabilitation
assisted with abrasive water jet is shown in Fig. 12. Instead of using the currently available cracking
equipment, diagonally oriented slots are initially created in the PCC pavement at appropriate depths
using AWJ. Subsequently, the notched PCC pavement is subjected to seating process using heav)
pneumatic tired rollers. As a result, a diagonal cracking pattern is induced in the PCC pavement,
which is ideal for effective pavement rehabilitation. As these cracks propagate through the entire
thickness of the pavement slab, all the fragments will be in contact with the supporting base or sub



grade, eliminating voids in the PCC structure. Important conclusions from this investigation are
briefly given below.

5. CONCLUSIONS

PCC pavement rehabilitation assisted with high-pressure abrasive water jet is a viable alternative to
the conventional cracking and seating procedure. This technique could be used for rehabilitation of
PCC pavements with and without reinforcements. It offers some unique advantages in terms of
uniform fragment size, controlled cracking along predetermined directions, elimination of spalling,
crack fanning and shattering, and preserving the structural strength of the pavement.

It is demonstrated that slots of predetermined depth could be cut in the PCC slab using the
developed empirical model relating the AWJ process parameters namely water pressure, traverse
speed, abrasive flow rate and stand-off distance to the depth of cut. Detailed investigations of the
virtual crack propagation in the PCC slab slotted with AWJ using finite element modeling technique
indicated that diagonal slots provided uniform-size fragments and crack patterns extending through
the entire thickness. Relatively lesser load is sufficient for causing crack initiation and crack
propagation in PCC slabs with diagonal slots. Also, diagonal slots ensure material failure due to
internal cracking which is the most desirable to preserve the substrate strength.
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Figure 3. Geometry of AWJ Slotting
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1. INTRODUCTION

This paper is concerned with numerical modeling of surface decoating. Paint and other coatings
are applied to surfaces to enhance corrosion resistance, improve appearance, or both. Often the
coatings need to be removed as part of the manufacturing operation. The need for paint removal
also occurs later in equipment life as the paint becomes soiled, worn, or damaged with use. In
many cases, particularly in the aircraft industry, paint must be removed to allow inspection of the
underlying parts. Although decoating can bring about the improvement of the surface in
question, at the very least paint removal should cause no damage of the substrate surface. In cas
of an aircraft and number of other industries this requirement is paramount. The solution to paint
removal operations that usually is explored first is not to paint the part and thus avoid the need to
strip it. Some airlines have tried polished aluminum skins and report that the appearance is
acceptable and the life-cycle cost is lower than painting with periodic removal to allow
inspections. However, for most applications, the painting improves appearance or performance
or both and must still be used.

The most common way of depainting is the use of solvents. Solvent strippers have been widely
used for industrial coating removal for many years. Solvent strippers consist mainly of
methylene chloride that typically constitutes 60% to 65% of the formulation. Other ingredients
such as activators, corrosion inhibitors, thickeners, and evaporation retarders are used to
supplement the methylene chloride to improve coating removal performance. Thirty one percent
of methyline chloride produced is consumed for paint stripping, and eleven percents are used for
metal degreasing. Use of solvent strippers generates organic vapors, sludge containing solvents
and metals. Increasing environmental and health concerns call for the reduced use of solvent
strippers.

Cleaner technologies based on physical coating removal are commercially available or are being
developed to replace solvent strippers. Physical coating removal technologies take advantage of
differences in physical properties between the coating and the substrate to destroy the bonding
and/or abrade the coating from the underlying substrate.

Among a number of available paint removing techniques the most attractive ones appear to be
blasting technologies. Plastic particles, wheat starch, crushed nut shells, sodium bicarbonate, etc.
accelerated by water or air streams, are the basic blasting technologies. The most promising
technology, however, is the water blasting. Water droplets accelerated up to the sufficient
velocity constitute an effective material removal media, that is an addition of solid particles
becomes unnecessary. Water is readily available, comparatively inexpensive, induces no damage
to environment. The complete separation of water and debris and thus a material recovery and
pollution prevention are feasible. Despite all its advantages, however, waterjet depainting did not
find sufficient applications. One of the reasons of the slow advance of waterjet blasting is a
possibility of a substrate damage. The possibility of the damage can be completely eliminated by
the reduction of the droplet velocity at the impingement zone. This however, reduces process
productivity. If the droplet velocity falls below a critical value, depainting becomes impossible.

It is necessary to find a range of process variables, which assures both competitive cost and
quality of depainting. A practical technique is necessary for identification of this range. The
development of such a technique is the objective of this study.



The experimental study was carried out to aggregate a database representing paint removal by
water jet at various operational conditions. Fuzzy logic technique was used to process the
acquired data and to construct a correlation between process variables (water pressure, standoft
distance, and traverse rate) and process results (productivity, water consumption. The prediction
results obtained by the use of the proposed technique were validated by the experimental data.
The difference between the measured and predicted data ranged between 1 and 7 %.

2. EXPERIMENTAL PROCEDURE

In this experiment the influence of waterjet pressure, standoff distance, and nozzle traverse rate
on waterjet depainting was investigated. The experiments were carried out with an Ingersoll-
Rand waterjet system. The cleaning head was mounted on a 3-axis gantry robot whose
movement was controlled by an Allen Bradley 8200 series CNC controller. The high-pressure
water supply system included a water softener, a booster pump, and an intensifier. The water
softener was used to remove the iron and calcium, and dissolve solids that would cause damage
to the sapphire nozzle. Then softened water was fed to the booster pump which produced the
pressure up to 10.4 MPa (1,500 psi), then water was further pressurized by an intensifier using a
hydraulically driven plunger pump and carried through a stainless steel pipe to a cleaning head.
A sapphire water nozzle with diameter 0.254 mm was used.

Low carbon steel AlSI1018, machined to a block with 4x2x1 in3 was chosen as a substrate. An
oil-based paint was sprayed on to a slightly ground steel surface, and allowed to dry for 72 hours.
The steel samples are shown on Fig.1. The samples were depainted by a moving waterjet normal
to the specimen surface. Several strips were generated at each steel block at various operationa
conditions.

Figure 1. The Experimental Steel Samples.



As a result of the jet impact the paint free strips were generated on the substrate surface. Only
successfully depainted strips were further examined. In the course of the further discussion we
will term "a strip" the region on the substrate surface, where the paint was considered to be
successfully removed. The width of these strips was measured by Mitutoyo Toolmakers
Microscope. Since the width of the clean area was not uniform along the strip, five consecutive
measurements of the strip width were taken and the average results were used to determine the
rate of the paint removal (m2/min) as well as the specific water consumption (m3/m2). The
following equations were used for these computations.

RM R(m2 m I n _1) = Traverserate mlvidthof strip (Eq 1)
co o @0,
Water(':onsumption(rn3 / m2 ) = . (Eq 2)

4RMR
wherep,, is thewaterdensity C,, is the dischargeoefficiert of the

waterjetorifice, whosediameteis D,.In present wik C, is taken tdbeequal0.7 (Hashish1993).

The range of the experimental parameters is shown in the Tablel. The maximum values of the
operational conditions were determined by the equipment capabilities.

Table 1. Ranges of Experimental Parameters.

Process Parameter Min value Max Value
Nozzle Traverse Rate 0.635 m/min 8.89 m/min
Stand-off distance 100 mm 330 mm
Water Pressure 69 MPa 276 MPa

In the present study knowledge pertaining to waterjet depainting was obtained from two hundred
experimental data points The width of the strips increases monotonously as water pressure
increases and the standoff distance drops, because this change of process variables increase th
available momentum of the water stream. The extremal character of the relationship between the
standoff distance and the strip width (Fig.A2) is due to the increase of the jet diameter and
decrease of the water momentum as the standoff distance increases. The rate of material remova
(Fig.A3) and water consumption (Fig.A4) per unit of the cleaned area were determined
computationally by Equations 1,2.

3. SELECTION OF THE MODELING TECHNIQUE

In our resent study (Meng et al., 1996) an attempt has been made to develop a mathematical
model for prediction of water jet depainting based on the Springier theory of material erosion by
a liquid impact. The rate of depainting was estimated by the balance of available momentum of
impinging droplets and the momentum required for the paint separation. Springier equation
determining dimple formation was used to estimate a required momentum while semi empirical
equation of the development of a turbulent jet enabled us to estimate the available momentum in
the impingement zone. The suggested mathematical model included an empirical variable, which
needs to be determined by special experiments. It is expedient however to construct a model of



depainting using process characteristics acquired in the course of routine operations. Statistical
techniques conventionally used for construction of the empirical correlation are not effective in
this case. The form of the correlation needed for the construction of regression equations is not
knowna priori, while the available qualitative (linguistic) information accumulated in the course

of technology application cannot be sufficiently utilized by the statistical techniques. It is
necessary to select a practical procedure to process the available fuzzy information. Such a
technigue has been offered by the fuzzy set theory (Cox, 1994, Ross, 1995, Tsoukalas et.al.,
1997). In fuzzy systems the input and output variables are encoded in "fuzzy" representations,
while their interrelationships take the form of well-defined if/then rules. Fuzzy logic systems
address the imprecision of the input and output variables by defining them with fuzzy numbers
(and fuzzy sets) that can be expressed in linguistic terms (e.g., low, medium, high). Furthermore,
they allow flexibility in formulating system descriptions at the appropriate level of details. This
means that complex process behavior can be described in general terms without precisely
defining the complex (usually nonlinear) phenomena involved. Also a model constructed for one
process can easily be transferred to a similar one. Fuzzy logic technique has the unique
capabilities that are useful in information processing. For instance, it can represent mathematical
relationships among the numerous variables in complex dynamic process and can be used to
control nonlinear systems to a degree not possible with conventional methods.
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4. ARCHITECTURE OF FUZZY LOGIC MODELING

In general a fuzzy logic modeling consists of the Fuzzy Preprocessing and Fuzzy Processing
modules. Fuzzy preprocessing involves representation of all available information in a form
suitable for application of fuzzy logic technique. In fuzzy preprocessing module the knowledge
pertaining to the process is obtained from various sources, such as experimental and empirical
data, expert knowledge, linguistic formulation, etc. is utilized for process representation. This
module consists of three independent modules:

- Knowledge acquisition module
- Fuzzy vocabulary
- Fuzzy associative memory (FAM).

The knowledge acquisition module constitutes a bank of all available pertinent information, crisp
or linguistic, which can be stored in a computer memory. There is always a wealth of knowledge
that cannot be formalized but nevertheless provides a significant insight about a process. In fact
one of the major advantages of the fuzzy logic technique is its ability to utilize this knowledge.
The fuzzy vocabulary module enables us to represent all available crisp information in a form
acceptable by the fuzzy logic technique. In short, a crisp value of a process variable is replaced
by a fuzzy set. The acquired knowledge is translated into a fuzzy language using the following
few steps. The first step is identification of the ranges of the change of input and output
variables. Then the interval of the change of each variable is divided into a set of subintervals
and each of the subintervals is assigned a membership function, and is given an appropriate
linguistic name. This combination of a subinterval, its membership function, and its linguistic
name constitutes a fuzzy set. Fuzzy sets of one particular variable usually overlap. The degree of
overlap reflects fuzziness in the definition of fuzzy sets. The aggregation of all subintervals of
one process variable on a single coordinate axis is called the Universe of Discourse of that
variable. It is clear, that construction of the fuzzy vocabulary involve in addition to the
information acquired in the memory also a knowledge which cannot be stored, for example, an
expert opinion.

Finally, the fuzzy logical equations or fuzzy rules relating variables defined by the fuzzy
vocabulary are constructed in the FAM module. The fuzzy vocabulary provides just
representation of the process variables. The relationships themselves are constructed on the bas
of all available information, stored in the computer memory or provided by an expert. In the field

of fuzzy logic the most common way to express human knowledge is to form it into natural
language expressions of the type:

IF premise (antecedent), THEN conclusion (consequent)

This form is commonly referred to #5THEN rule-based form. It represents the inference such
that if we know the antecedent then the consequent can be inferred or derived. The constructed
IF-THEN equations relate process variables stored in the fuzzy vocabulary. At the same time
these equations express empirical or heuristic knowledge, derived from sources such as
experiments or human experience, linguistically in this rule- based format. FAM contains a set of



the fuzzy logical equations, which in the final analysis summarize all available knowledge about
the process in question and present it in the form available for fuzzy modeling.

Modeling itself is carried out by the Fuzzy Processing Module, which converts the input
information about a selected process manifestation into the information about output variables.
The prior knowledge accumulated in FAM constitutes the base of these conversions. The Fuzzy
Processing Module consists of the following independent modules:

Process input module
Fuzzification module
Inference module
defuzzification module

Process input module enables us to store the pertinent input information. The fuzzification
module converts the stored crisp data into fuzzy logic type information. For each crisp input data
this module identifies a corresponding fuzzy set and the degree of the belonging to this set. Due
to the overlapping of the fuzzy sets each input can be assigned to several fuzzy sets. The fuzzy
information developed in the fuzzification module is fed into the inference module. Here fuzzy
rules pertinent to the information in hand are selected (fired) and used to infer fuzzy values of
output variables. It is clear that an each equation (fuzzy rule) generates a single fuzzy value of
the output variable.

Fuzzy rules give us only linguistic correlation between sets of the input parameters and the
output variable, instead we would like to estimate to what degree a rule’s consequent (part to the
right from thethen statement) is true. In order to do so we apply the fuzzy inference technique.
There are several methods of inference in fuzzy systems: We selected the min-max method,
which involves comparatively simple numerical manipulations. In fuzzy min-max implication
each rule is evaluated separately. The result of this evaluation is a fuzzy region of the output
variable and its degree of belonging to this region. In order to evaluate the degree of the truth
(belonging) of the consequent of a rule we examine the degrees of truth of each antecedent and
assign to the consequent the minimal one. Then these individual solution regions are aggregated
into a final solution region, which determines the fuzzy value of the output variable.

Finally, the defuzzification module converts the fuzzy output of the inference module in a
conventional crisp result. The most commonly used defuzzification technique is the centroid
method given by the following equation (Cox, 1994):

> dud)

Z= I_n
;,uy(di)

Here d is the value of the width of strip at some point, gddl is the truth membership value for
that point. The numerical example below elaborates the discussion of the above technique.

(Eq.3)



5. FUZZY LOGIC MODEL OF WATERJET DEPAINTING

Let us discuss now the modeling of the waterjet depainting. We will use this discussion in order
to elaborate the procedure in question.

5.1 Fuzzy Preprocessing Module
5.1.1 Knowledge Acquisition Module

This module involves storing of the experimental database. The data used in the following
analysis are obtained experimentally (Fig. A2- A4).

5.1.2 Fuzzification Module

The fuzzification of the water pressure is shown in Fig. 3. As it follows from this figure, the
water pressure of 150 MPa has a degree of membership equal to 1 in the fuzzy set Medium
(complete representative of this set) and a degree of 0 in the fuzzy sets Low and High (nhot a
member of the sets). The water pressure of 125 MPa has degrees of membership equal to 0.27 ir
the fuzzy set low, and simultaneously a degree of membership 0.58 in the fuzzy set Medium.
Similar charts are constructed for tineverse rate (Fig.A6); standoff distance (Fig.A7) and the

strip width (Fig.A5) Membership functions for the water pressure are determined analytically as

in 3-6.

Water Pressure

Low |Medium | | High Very High

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0 50 100 150 200 250 300

Water Pressure (MPa)

Figure 3. The Universe of Discourse for Process Variable Water Pressure.
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Similar equations were constructed for other input variables (standoff distance and traverse rate
rate) and output variable (strip width).

5.1.3 Fuzzy Associative Memory (Representation of the knowledge of the depainting
process)

The experimental knowledge about waterjet depainting was represented in the form of fuzzy
rules. The example of a rule follows:

IF Waterjet Pressureis Low andTraverse Rateis Slowand Stand-0ff Distanceis High Then
Strip Width is Around Medium.

A collection of all fuzzy rules for one particular system (database) is called - rule base. For a
small number of model variables there is a compact form of representing fuzzy rules. This
compact form of the rule representation is commonly referred to as Fuzzy Associative Memory
(FAM). An example of the FAM for the acquired database is given below (Table 2).

Table 2. Fuzzy Associative Memory, Water pressure “LOW”

Stand-off distance

EL VL L M H VH VVH EVVH
VS il VL M M AM AM L L
S il VVVL VL L VL VL VVL EVVL
M il VVVL VVVL VL BEVVL BVVL EVVL EVVL
F *kkk *kkk Kikkk *kkk *kkp *kkk *kkk *kkk
VF *kkk *kkk Kikkk *kkk *kkp *kkk *kkk *kkk

Traverse Rate

In the above table the upper row represents fuzzy intervals of process variable “stand-off
distance”(Fig. A7), where EL= Extremely Low, VL= Very Low, L= Low, M= Medium, H=
High, VH= Very High, VVH= Very Very High, EVVH= Extremely Very Very High, are the
linguistic names of these intervals. Similarly the leftmost column represents fuzzy intervals of
process variable “Traverse Rate” (Fig. A6), where VS= Very Slow, S= Slow, M= Medium, F=



Fast, VF= Very Fast, are the linguistic names of these intervals. And cells of the table represent
fuzzy output intervals of process variable “strip width” (Fig. A5), where L= Low, M= Medium,

V= Very, and E= Extremely. Thus according to the Table 2, the combination of “Low” Stand-off
distance and “Slow” Traverse Rate results in “Very Low” Width of Strip.

5.2Fuzzy Processing Module

The use of the Fuzzy Processing Module is demonstrated with the help of the following example.

5.2.1 Process input:

Let us consider the following set of input parameters: Water Pressure 172 MPa, Traverse Rate
5m/min and Standoff Distance 229 mm.

5.22 Fuzzification Module

Very Ver
High

Very Hig

|
0
90 15017 210 260
172 0.96-----/\---

Water Pressure (MPa) m(x) (C)

|
0 g0 200 220230 260 330
229 Stand-off Distance (mm)

026 44.,62 54
Traverse Rate (m/min)

Figure 4. Fuzzification.

From Fig.4 (a) it follows that the pressure of 172 MPa falls into two fuzzy sets- Medium and
High with corresponding degrees of membership of 0.63 and 0.36. Similarly, from 4(b) traverse
rate of 5m/min falls into two fuzzy sets- Moderate and Fast with corresponding degrees of
membership of 0.66 and 0.33 and SOD of 229 mm falls into only one fuzzy set-Very High, with
a degree of membership equal to 0.96 (4(c)).

For a given set of the input variables, the following rules were activated:

1. If Water Pressure isMedium(0.63) ANDTraverse Rateis Moderate(0.66) AND
Standoff Distancds Very High (0.96) theStrip Width is Low.

2. If Water Pressure isHigh (0.36) AND Traverse Rate isModerate(0.66) AND Standoff
Distanceis Very High (0.96) Thetrip Width is Medium



3. If Water Pressure isMedium (0.63) AND Traverse Rateis Fast (0.3) AND Standoff
Distanceis Very High (0.96) Thestrip Width isVery Low

4. If Water Pressure isHigh (0.36) AND Traverse Rate is Fast (0.3) AND Standoff
Distanceis Very High (0.96) the’strip Width is Around Medium

5.2.3 Inference Module

For the rule 1 the degree of membership of the fuzzgnediumof Water Pressureis found to

be (0.63), the degree of membership of the fuzzyreeterateof Traverse Rateis found to be

(0.66), and the degree of membership of the fuzzyeet Highof Stand-off Distanceis found

to be 0.96. We select the minimal out of these three values, which is 0.63. The selected minimal
value is assigned to be the degree of the membership of the fuizmset the output variable

Strip Width. Graphically this procedure can be demonstrated by truncating the triangle of the
fuzzy setLow of the output variabl&trip Width at the 0.63 mark. We repeat these steps for
other rules (Fig. Al (a)).

Rule 1: min (0.63, 0.66, 0.96) 0.63 (1 of fuzzy set LOW of Strip Width).

Rule 2:  min (0.36, 0.66, 0.96) 0.36 (1 of fuzzy set MEDIUM of Strip Width).

Rule 3: min (0.63, 0.3, 0.96) 0.3 {1 of fuzzy set VERY LOW of Strip Width) .

Rule 4: min (0.36, 0.3, 0.96) 0.3 {1 of fuzzy set AROUND MEDIUM of Strip Width).

After each rule is evaluated for its truth, we combine these individual truncated regions into a
single solution region (Fig. Al (b)).

5.2.4 Defuzzification Module:

The resultant solution region on Figure 5 provides fuzzy information about the resultant strip
width. We can infer from this figure that at the above input parameters the resulting strip width is
somewhere between 1 mm to 2.6 mm. But since the truth function of fuzzy set LOW is the
biggest one (0.63), it is more likely to expect that the strip width would range from 1.4 to 1.8
mm.

Fuzzy Solution
Region

very hedium

1.0 15 $ 20 25
Strip Width (mm) 1776

Figure 5. Fuzzy Solution Region and Defuzzified Solution.



Applying the defuzzification technique ( Eqg. 3) to the solution region under consideration we
obtain:

Z=1.776 mm

Comparing this result with the experimental result (1.743-mm) we find that the error is less than
3%, which is regarded acceptable in the current work.

An additional set of experimental data points, different from those used for the model
construction has been acquired. This data set enabled us to test the model performance. The
results of the testing are tabulated in the Table 3:

Table 3. Comparison of Experimental and Predicted Values of Strip Width

Water PressureTraverse Stand-off | Strip width | Strip width
(MPa) Rate distance | (experiment)| (predicted)
(m/min) (mm)

103 3.8 178 1.396 1.370

138 3.3 178 1.869 1.83

172 5 229 1.743 1.776

207 7.6 203 1.832 1.80

241 5.8 216 2.54 2.37

Fuzzy Logic Moddl Predidion

3

25 4
E 2 ,,/-
éw / — —— Bxperimentd
2 ~ —8— Predicted
£1
E

05

0 . . .

1 2 3 4 5

Sanple Nuber

Figure 6. Fuzzy Logic Model Prediction.



6. DISCUSSION OF RESULTS

Presented results show the feasibility of construction of a numerical model of water jet
depainting process using fuzzy logic principals. The procedure involved acquisition of the
experimental database, fuzzification of the input and output variables, construction of the fuzzy
rule representing the acquired database, evaluation of the fuzzy distribution of the output variable
for the selected sets of the input variables and evaluation of the crisp value of the output variable.
The routines involved in the transformation above are comparatively simple. The error in the
predicted results for experimental data different from that used for the construction of the model
range between 1-7%. This accuracy is acceptable at the first stage of the process investigation
and will be improved, as additional database will be generated. The main advantage of the
suggested approach is that it can be easily expanded as new process information is acquired, or
new process variables are introduced.

In the presented study the process result is characterized by the strip width, which constitutes the
only directly measured output variable. Actual process characteristics (productivity and water
consumption) can be readily determined using Equations 1,2. The result of the presented analysis
provides guidance to the optimization of the waterjet depainting. Particularly, it is shown that the
process effectiveness increases if the water pressure will be taken maximum (276 MPa in this
study), along with maximal traverse rate (8.89 m/min). The standoff distance should range
between 0.15 and 0.25 m. Analysis was carried out at a constant nozzle diameter of 0.254 mm.
The procedure of the model construction can be readily modified to account for this and other
process variables.

7. CONCLUDING REMARKS

The approach used in our study is not unique. There several efficient techniques that enable us to
reduce database to a compressed process description. Numerical process description can be
obtained using well-understood and documented regression analysis. Fuzzy logic technique
however has a number of advantages. First of all, there is no limitation on the form of the model.
Fuzzy logic can account for any form of process nonlinearity. The inaccuracy (fuzziness) of
input information effects the final result much less then that in the case of regression analysis.
Model improvement using new acquired information is rather simple. Thus, the use of fuzzy
logic will improve the planning and control of the waterjet depainting. Although this study is
concerned with prediction of the results of paint stripping, with some modifications it can be
applied to other surface processing technologies. In our following work we will show how to
expend a model constructed for the existing database for a similar system at a limited initial
information.
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Figure A2. Experimental Results. Width of Strip vs. Standoff Distance for Water Pressure 276 MPa.
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ABSTRACT

Work is in progress on the design and fabrication of a pre-commercial electro-discharge machine for
generating low-frequency:0Q.3 Hz) ultra-high energy pulsed water jets. The machine consists of a
100 kJ capacitor bank, a fairly low pressu84.5 MPa; 5,000 psi) pump, a nozzle-electrode
assembly and other accessories. The pulsed waterjet is generated by the rapid discharge of store
electrical energy in the bank between the electrodes in the nozzle. In order to design an efficient,
robust and reliable nozzle, it is very important to understand the complex processes that occur after
the discharge. This is accomplished by numerical modeling by developing a 2-D axi-symmetric
Lagrangian code. The code can employ a variable grid along the axis to elaborate the region of the
plasma and the plasma itself.

In the paper, results predicted by the numerical modelling are presented. Details of the shock
formation and propagation are discussed. It is shown that modulation of the flow at 34.5 MPa by
the rapid electrical discharge generates ultra-higtD00 MPa) impact pressures on the target. The
magnitude of such high pressures was observed to depend on the rate of electrical energy release an
the standoff distance.

Organized and Sponsored by the WaterJet Technology Association



1. INTRODUCTION

The project, currently in progress, is sponsored by the Federal Government Department Natural
Resources Canada under the Industrial Energy Research & Development Program (IERD). It is
related to the removal of very hard deposits (Fig. 1), mostly undesirable resins, which grow in
chemical reactor vessels and other petrochemical process equipment. Ultra-high speed pulsed
waterjet generated by the electro-discharge technique was considered suitable for this application
for the following reasons:

» The deposits need to be fractured into pieces to facilitate rapid removal;

» The results reported by Vijay & Paquette (1996) and, later by Vijay et al. (1997) appear to
confirm that powerful pulsed jets generated by the electro-discharge technique can easily
fragment materials;

» Preliminary tests conducted on the 25 cm (9.8 in) sample (Fig. 1) clearly established the superior
performance achieved with the high-frequency pulsed waterjet, Vijay et al., 1998. {Test #4:
continuous jet; Test #5: pulsed jet, V./¥ 6 where \} and V are respectively the volumes
removed by the pulsed and continuous jets; Pressure = 69 MPa (10,000 psi), Nozzle diameter =
1.37 mm (0.054 in)}.

Extensive details on the electro-discharge technique are reported by Vijay & Paquette (1996) and
Vijay et al. (1997 & 1998). As shown schematically in Fig. 2, the electro-discharge pulsed waterjet
machine consists basically of electrical energy storage and discharge system (capacitors, switches,
etc.), a low pressure pump, and a nozzle-electrode assembly. A schematic view of the proposed
portable, light-weight, 100 kJ, 20 kV pre-commercial machine is shown in Fig. 3. The cabinet
contains two 50-kJ capacitors, charging and discharging units and control systems. The overall
dimensions, excluding the pump, are: 1.22 X 1.04 X 0.76 m (48 X 41 X 30 in). The only component
which needs a great attention in the entire system is the nozzle in which the electrical energy is
discharged. This is where the modulation of the continuous stream takes place to produce the ultra-
high speed pulsed waterjet. The focus in this paper is on: (i) the phenomena that accompany the
discharge in the nozzle, (ii) the jet emerging from the nozzle and (iii) interaction of the jet with the
target.

2. BASIC CONSIDERATIONS

The numerical code used in the present study is a further development of the approach used for
single jets from quiescent water (Vijay & Makomaski, 1998). In this previous study a number of
recommendations were made to adapt the code for discharges into continuous steady flows. The
steady flow is assumed to be driven by a piston. The numerical method involves a two-dimensional
Lagrangian formulation in cylindrical coordinates. Figure 4 shows a typical numerical grid employed

in the computations. Initial distribution of pressure, density and velocity in the chamber leading to
the nozzle and the nozzle itself are assumed to be one-dimensional. After a number of numerical
cycles an approximate two-dimensional steady flow is established, at which moment numerical
simulation of the electrical discharge is commenced (30 us after the start). Water is assumed to be
a slightly compressible medium and the plasma resulting from the electrical discharge into water is



approximated by water vapour, which is assumed to behave as an ideal gas. The relevant fluid
dynamic equations are basically the same as reported earlier (Vijay & Makomaski, 1998) and are
reproduced here for the sake of clarity:

Conservation of mass:
0 = p.d, (1)

Equation of motion:

N _
Py = -Up+Q ()
Conservation of energy:

% __ or Ok 3)
a T a & Q.

Equation of state for water:

Dp |:|7.15
=\p+B)C 0 -8B (4)
o= (o )Dpo 0

where:B = 3010 atm.

Equation of state of water vapour - assumed as an ideal gas:

p=pe(r-1) 5)
wherey=1.33

In the above equationkis a volume Jacobian of transformatignis density, gs pressureV is

velocity, tis specific volumee is internal energyk: is energy deposited in plasma by electrical
discharge an@, andQ, are terms connected with an artificial viscosity with directional properties
(Vijay & Makomaski, 1998). The subscript 0 indicates initial conditions. It should also be pointed
out that an additional equation of state for pressure has been added for pressures < 0.1 MPa (1
atmosphere) to avoid negative pressures at reduced densities. The code has been developed to th
point where meaningful information can be obtained on the effect of the various parameters
(discharge volume, chamber diameter, time of discharge, standoff distance, etc.) on peak pressure
that can be obtained at a target placed at right angles to the issuing jet. For further details, reference
should be made to Vijay & Makomaski (1998). Finite difference equations are used to solve these
complex differential equations.



3. NUMERICAL RESULTS

Several important results have been obtained from the analysis which will be very useful in the
design of the nozzle and to minimize the experimental work.

3.1 X-T Diagram

The sequence of physical events can be followed on distance - time (T) plot for the region near the
axis of symmetry. This is shown in Fig. 5 for a chamber and converging nozzle of total length about
8 cm. The target is placed at a standoff distance of 5 cm, pressure at the inlet is about 34.5 MPa
(5,000 psi) and the nozzle diameter is 2.16 mm (0.085 in). Steady flow is maintained by a ‘piston’
in the inlet plane, whose speed is such as to maintain the flow at 49 litre/min.

The electrical discharge is assumed to commence at the time of 30 ps at a distance of about 3 cm
from the inlet. It is assumed that 20 kJ of electrical energy is discharged in 20 us.

It is seen that for t > 30 ps, the plasma (represented here by high temperature water vapour) expands
sending shock waves towards the nozzle (S1) and towards the inlet (S2). Shock S1 leaves the nozzle
at approximately 50 us and forms a high-speed wave (W1) which accelerates the front F1 (of the
original steady jet) to F2. The front F2 impacts on the target at 78.2 pus producing a peak pressure
of 2388 MPa (346,000 psi) at 81.2 us (see Fig. 8). This pressure is a result of a particular calculation
and the four-figure resolution does not indicate the accuracy with which such peak pressures can be
calculated. In general, the accuracy of calculations of peak pressures will improve with the reduction
of cell sizes and numerical time increments.

Figure 5 also shows the importance of reflecting shock S2 back towards the nozzle. With the
assumed ‘piston’ in the inlet plane, shock S2 is reflected as shock S3. This shock on passing through
the plasma emerges as shock S4 and ultimately causes another high-speed wave W2 in the jet
impacting at 104 ps. Shortly afterwards, two pressure peaks, 1704 MPa (246,900 psi) and 1713 MPa
(248,300 psi) are created. These results give strong encouragement not to rely exclusively on the
primary shock S1, but to seek some arrangement to reflect the shock S2, even if it can be done only
partially.

3.2 Contours of Pressure

The contours of constant pressure in the chamber and the nozzle for times 35, 40, 45, 50, 55, 60 and
65 ps from the start of the calculations are shown in Fig. 6. They show clearly the formation of
shock wave S1 (the intensity is indicated by the change in colour of the contours; typical values of
pressure for each colour are shown in Fig. 8, although the magnitudes vary from one frame to
another). As discussed by Vijay & Makomaski (1998), the electro-discharge nozzle, in many ways,
is similar to the shock tube except for the varying geometry. Imnmediately after discharge, the shock
waves detach themselves from the surface of the plasbide (termed ‘black hat’ here) and race
towards the exit of the nozzle and the inlet plane, the moving ‘piston’ (Fig. 6A). As expected the
pressure increases behind the shock. Subsequently, as the shock wave propagates at high speed, tl
transient wave phenomena, wave structure and wave interactions become quite complex as shown



in Figs. 6(B) to 6(G). For instance, Fig. 6(B) shows the reflection of the incident wave from the
nozzle wall. While Fig. 6(C) shows the wave downstream of the plasma racing toward nozzle exit,
Fig. 6(D) shows the wave racing towards the inlet. Figures 6(E) to (G) show continued multiple
interactions. The incident shock becomes gradually stronger as it moves through the converging part
to the nozzle exit and sets up the motion of the high-speed wave (at times 55, 60 and 65 us) in the
jet. This is indicated by the slight bulges at the tips of the jet in Figs. 6(E), (F) and (G). The ‘black
hat’ in Fig. 6 in an outline of the plasma bubble. It is seen in Fig. 5 that its size increases rapidly
after 30 ps when the addition of energy commences. The energy deposition ends at 50 us and at tha
moment the bubble begins to oscillate. It appears that these oscillations are associated with shock
wave reflections at the bubble.

3.3 Jet in the Vicinity of the Target

Figure 7 shows the magnified views of the jet in the vicinity of the target for times 79, 80 and 81 ps.
The contours show the approaching front followed by the high-speed wave characterized by a
‘bulge’. As already mentioned, the jet impact occurs at 78.2 yus and the jet begins to ‘pile’ up
creating high pressures (white areas). A peak average pressure of 2388 MPa occurs at the target a
the time of 81.2 ps. The pressure distribution at that instance is shown in Fig. 8 where, pressure
levels (in MPa) are indicated by a color bar.

As discussed before, the average peak pressures are based on pressures in numerical cells adjournir
the target and will be lower than the theoretical spikes in negligible volumes adjoining the target.
The results are nonetheless useful for determining the relative effects of the various parameters. This
approach is adequate for the purpose of optimizing the proposed experimental arrangement.

3.4 Effect of Energy Release on the Impact Pressure

Very useful trends regarding the effects of energy and rate of energy discharge are shown in Fig. 9.
These results were obtained for a volume of discharge (volume between the electrodes) 0f0.266 cm
and at a standoff distance of 5 cm. The figure clearly shows that for a given energy level, the rate of
energy release is very important to achieve higher pressures on the target. For instance, for an energ
input of 50 kJ, increasing the rate of release from 0.5 kJ/us to 1.25 kJ/us increases the pressure of
impact from 2,000 to 3,000 MP&289,800 to 434,700 psi). These observations indicate that
duration of discharge is quite important, that is, one should reduce it to the minimum achievable in
practice.

3.5 Effect of Standoff Distance on the Impact Pressure

Figure 10 shows the effect of standoff distance on the impact pressure on the target. The rate of
energy release for this case is 1.0 kJ/us. The figure shows that for a given energy input, higher

impact pressures are achieved at larger standoff distances. This observation seems to confirm the
experimental results reported by Vijay et al. (1997) where steel samples placed at several standoff
distances up to a maximum of 87 cm were completely ruptured. The standoff distance has to be

chosen carefully for high energies (and hence large discharge times), so that all pressure pulse from
the discharge have the time to reach the target to maximize the effect.



4. CONCLUSIONS

The purpose of the numerical modeling was to assist in the rapid development of the electro-
discharge pulsed water jet machine, in particular the nozzle. The conclusions from the work reported
in this paper are:

» The implementation of the code will accelerate the development of the electro-discharge nozzle
by minimizing the experimental work;

* Some method must be found to make use of the shock reflected from the inlet plane (Fig. 5);

» Ultra-high pressures, of the order of 2,000 MPa (289,800 psi) can be achieved with the electro-
discharge technique;

» The magnitude of energy input and its rate of release are quite important to achieve high pressures
on the target;

» Depending on the energy input, the high impact pressures can be obtained at fairly large standoff
distances, of the order of 15 cm;

* The numerical results need to be validated by experimental work;

» The electro-discharge technique appears to have a great potential for the removal of hard
undesirable deposits (Fig. 1).
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pump (< 34.5 MPa) and a typical nozzle configuration with electrodes.
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(A) 35 pus after start

(B) 40 ps after start

(C) 45 ps after start

(D) 50 ps after start
i |

(E) 55 pus after start

(F) 60 us after start

2

Q (G) 65 ps after start

Fig. 6. Formation and propagation of shock waves from the plasma bubble formed between the

electrodes after discharge. Discharge energy = 20 kJ. Inlet conditions: Pre3duseMPa (5,000
psi); Flow = 49 litre/min(13 gpm). Times indicated are after the start of the calculations.



(A) 79 us after start of calculations

(B) 80 pus after start of calculations

(C) 81 s after start of calculations

Fig. 7. Influence of the shocks on the development of the jet in the vicinity of the target for the same
conditions as in Fig. 6.
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Fig.8. Pressure distribution on the target at 81.2 ps for the conditions listed in Fig. 6. The unit of
pressure is MPa.
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Fig. 9. Distribution of pressure on the target as a function of discharge energy with the rate of

release as the parameter. Inlet conditions: Pressure = 34.5 MPa (5,000 psi); Flow = 49 litre/min
(13 gpm).
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Fig. 10. Distribution of pressure on the target as a function of discharge energy with the

standoff distance as the parameter. Inlet conditions: Pressure = 34.5 MPa (5,000 psi); Flow
=49 litre/min (13 gpm).
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ABSTRACT

This paper presents the analytical method to discover the character of influence a number of
factors on the hydraulic breaking coefficient of coal seams with plain water jets. It is adduced to
the characters of twofold dependencies of the hydraulic breaking coefficient on such factors as
dip angle of coal seams, depth of mining, gas concentration and ash share in coal seams, volatile
matter of coal and duration of the hydraulic breaking process. The character of these twofold
dependencies have been used to construct the empirio-analytical model of the hydraulic breaking
coefficient of coal seams with plain water jets to project hydraulic breaking productivity of coal

in Donetsk basin hydromines (Ukraine).

It is given the general equation of hydraulic breaking process of solids with plain water jets and
analytical model of the hydraulic breaking coefficient of coal seams too.
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1. INTRODUCTION

The author worked out the empirio-analytical method of the statistical data investigations. It
gives possibility to increase a precision of the project calculations in comparison with the
probability method.

The principal statements of the empirio-analytical investigation method were published before
(Radjko et al., 1995).

This method was used to construct an empirio-analytical model of coal seams hydraulic breaking
with the plain water jets. It consist of the general analytical equation of hydraulic breaking
process of solids with plain water jets and multifactorous empirio-analytical model of hydraulic
breaking coefficient of coal seams.

The analytical model of the hydraulic breaking coefficient (component of empirio-analytical
model) was made the way of discovering twofold dependencies and combining them in
multifactorous equation. Numeral parameters of twofold dependencies were calculated using
statistical data.

Further it is stated analytical method discovering character of dependent variable (hydraulic
breaking coefficient of coal seams) on different factors

2. MECHANISM OF STATISTICAL DATA FORMING

Investigations show that three reasons take part in forming statistical data characterising
hydraulic breaking process of coal seams with plain water jets. They are as follows: determinate
influence of factors in force, nature indeterminacy and errors of measurements (observations).

Determinate influence of active factors upon value of statistical data (hydraulic breaking
coefficient of coal seams in our case) is realised in different ways: through number of factors
taken into account, influence force each of them, peculiarities of interaction between the factors
and combinations of their values in the concrete conditions.

A number of factors taken into account play impotent role. It is supposed that the more such
factors are the higher is precision of the project calculations. But theoretically precision of
calculations is limited by value of nature indeterminacy. Besides, there are errors of
measurements, which reduce precision of calculations too. Therefore, it is impossible to get high
precision of project calculations only apply to quantity of factors taken into account.

It is so that precision of the project calculations grows with increasing number of factors. But
variable curve of calculation precision from number of factors has a form of overturned
hyperbola that draws near his limit and never cross it. The more factors taken into account the
less is addition of calculation precision. The volume of getting, preparing and processing
statistical data grows fast but increasing of calculation precision becomes slow down. Therefore,
it is not advisable to take into account a lot of factors.



There is opinion about principal factors. It is supposed that high precision of project calculations
obtained by taken into account some principal factors. Striving for simplicity support this
mistake. Investigations show that “ principal “ factors no constant and keep their importance only
in definite conditions. “ Principal “ factors can become “ secondary “ ones under another
conditions and vice versa. Sufficient precision of statistical phenomena forecast can be achieved
by taking into account some quantity of active factors. Their number depends on peculiarities of
studied phenomenon and demanded precision. The last can not be higher then allows nature
indeterminacy and measurement mistakes of course. A list of the factors taken into account is
revealed by analysing the ones, which are in force under studied conditions. Necessary number of
the factors is determined by introducing them into empirio-analytical model one by one and
estimating coefficient of variation.

Above mentioned can be realised if it is known influence force each of the factors in separately,
peculiarities of interaction between all of them and their joint affect on the exit characteristic of
studied phenomenon, that is on the hydraulic breaking coefficient in our case. Interaction
between active factors and their joint influence on the hydraulic breaking coefficient take into
account with helping empirio-analytical model of it.

To discover effect force each of separate factors on the hydraulic breaking coefficient it is
necessary to fulfil definite investigations. They include revealing character of twofold
dependencies and calculating numeral value of their parameters.

Combination of active factors and their values to make project calculations can be find out of
geological data.

Precision of forecast in the provinces of nature indeterminacy and random errors of
measurements can be risen with taken into account distriction law of random variable.

3. REVEALING CHARACTER OF TWOFOLD DEPENDENCES

Character of determinate effect of the active factors upon hydraulic breaking coefficient is

revealed by investigating twofold dependencies for every one of them separately. It is analysed
peculiarities of the physical interactions between monitor waterjets and coal massif in existence
range of every studied factor. Moreover, it is investigated the border parts and middle fields of
twofold dependencies too.

Analysing character of any twofold dependence it is conditioned with using of the principal
“other things being equal®“. Besides, it is necessary to remember that hydraulic breaking of coal
seams with plain water jets realises the way of making and widening of the clefts in a coal
massif. Therefore, influence characters of the studied factors are revealed in accordance with
their effect on making and widening of the massif clefts.



3.1 Dip angle of coal seams.

It is known from practical experience of hydromines that intensity of hydraulic breaking of coal
seams grows with increasing their dip angle. The reason is the one that resists making and
widening of the clefts in a coal massif. It can be roof pressure. Normal component of roof
pressure decreases with increasing dip angle of coal seams. Therefore resistance for making anc
widening of the massif clefts decreases with increasing dip angle and intensity of hydraulic
breaking of coal seams grows. And vice versa resistance for making and widening of the massif
clefts increases with decreasing dip angle and intensity of hydraulic breaking of coal seams gets
down.

When dip angle draws near 90 degrees, perpendicular component of roof pressure approaches tc
nought. But in this case lateral rock pressure takes place and that is why intensity hydraulic
breaking is limited. If dip angle draws near nought degree, normal component of roof pressure
approaches to maximum value and intensity of hydraulic breaking reduces to a minimum.

Curve of studied dependence has monotonous character as perpendicular component of roof
pressure changes regularly.

Thus theoretical character of twofold dependence of hydraulic breaking coefficient on dip angle
of coal seams has the view as follows

Ro=a - b [Cosa (1)

It is follows out of equation (1) that hydraulic breaking coefficient decreases with decreasing dip
angle of coal seams.

3.2 Depth of mining

It is considered that normal strain of weight of rocks grows with increasing of mining depth. It
means that normal component of roof pressure on coal seams changes the same way. But
resistance to hydraulic breaking of coal seams grows with increasing of normal component of
roof pressure as was grounded before. Therefore it is possible to write equation

1Ry =a + bp [H (2)
and after transformation
1
Ry= ———— 3
0= oo T (3)

It is follows out of equation (3) that hydraulic breaking coefficient reduces with increasing depth
of mining according to hyperbola curve.



3.3 Gas concentration in coal seams

Practical experience of hydromines shows that hydraulic breaking of gassy coal seams is
produced easier then non-gassy ones. It can be seen well enough while hydraulic extracting gassy
coal seams that are dangerous with throwing out a crushed coal and gas.

Probably, absorbed gas weakens internal bonds in a coal massif and assists making and widening
clefts in it while hydraulic breaking is realised. The more gas concentration in coal seams is the
more intensity of hydraulic breaking takes place. In common case character of twofold
dependence of hydraulic breaking coefficient on gas volume in one ton of coal massif has the
view

Ro =& + by ({1"X) (4)

But as range of gas concentration in coal seams is limited for practical goals one can assume that
dependence has linear character. That is

Ro=a+ b O (5)
3.4 Ash share in coal seams

It is known to break the rock with plain water jets is more difficult then coal seams. Therefore it
can be supposed that presence of dirt inclusions in coal seams make resistance to their hydraulic
breaking.

Rock inclusions in coal seams exist in a view of fixed ash and barren layers. Presence of fixed
ash that is distributed equally in coal seams resists making and widening of the clefts in a massif
while hydraulic breaking is realised. The more quantity of fixed ash is the less intensity of
hydraulic breaking of coal seams takes place.

Fixed ash changes from a few per cent to a quantity about several tens of the ones in the coal
seams and near a hundred per cent in a mine rock. It is obvious that there are high ash seams
where coefficient of hydraulic breaking can be equal nought.

From reasoning follows that character of twofold dependence of hydraulic breaking coefficient
on fixed ash share has the view

Ro=a— by DA (6)
Barren layers in coal seams change their structure and decrease intensity of hydraulic breaking as

prevent from selective extraction of coal. Such influence of barren layers on hydraulic breaking
of coal seams can be taken into account with corresponding coefficients.



3.5 Volatile matter of coal

It is revealed that resistance of coal massif to be broken with mechanical way depends on
composition of organic mass and mineral admixtures. The last ones cement coal massif and make
growth its resistance for breaking.

As for organic mass of coals their massifs with high density are broken badly. The less density of
organic mass of coal is the more intensity of breaking process takes place.

The most effective criterion to measure density of coal organic mass is volatile matter. The last
diminishes gradually from candle and gas coal to lean coal and anthracite. But density of coals
changes the other way then volatile matter of them. Minimum density has fat and caking coals,
maximum ones have candle coals and anthracites. Therefore, intensity of hydraulic breaking
process of coal seams grows at first with increasing of volatile matter reached maximum and
decreases then to minimum. Character of twofold dependence of hydraulic breaking coefficient
on volatile matter has the view of parabola. Its equation is as follows

_ 1
T [a Ve -h)?+c]

Ro

(7)

Top of parabola corresponds to caking coal.

3.6 Duration of hydraulic breaking process

It is possible to have two ways of hydraulic extraction of coal. The first one is when waterjet
length of hydraulic monitor is constant. It takes place if nozzle of hydraulic monitor follows the
coalface. In that case volume of split and duration of hydraulic extraction are constant.

In the second way when the coal face removes from nozzle outlet waterjet length gets longer,
volume of split and duration of hydraulic extraction are increasing, but productivity of hydraulic
breaking draws down because of diminishing of shocking effect of waterjet on coal massif. With
increasing length of waterjet duration of hydraulic extraction grows faster than volume of split. It
causes that twofold dependence of split volume on hydraulic breaking duration has a view of
overturned hyperbola with a limit corresponding to performing length of waterjets.

That is why equation is as follows

1

VT oy rag /m) (8)

And after transformation it has the view

VIT=1/(a+hb00) and VIpe/T=pc/ (& +bsT) =Ry (9)



From equation (9) follows that maximum of productivity takes place at beginning of hydraulic
extraction.

To reveal character of dependence of hydraulic breaking coefficient on duration of split
extraction one can compare equations (9) and (11). It is clear from comparison that hydraulic
breaking coefficient is the only variable which depends on duration of extraction. Therefore its
dependence on duration of hydraulic breaking process has the character of hyperbola the same a:
given with equation (9).

4. ANALYTICAL MODEL OF HYDRAULIC BREAKING COEFFICIENT

Analytical model of hydraulic breaking coefficient of coal seams with plain waterjets is a
multifactorous equation, which was constructed by combining some twofold dependencies. It is
as follows

R, & -h Cosr)Ha, +b,0) a, ~b, (A°) (10

(a +b, (H)Qa; [V —by)* +¢} Hag +b; T)

Coefficient “f* uses to conform the units measure of twofold dependencies in the equation (10)
with units measure of the hydraulic breaking coefficiend*“iR equation (11). The more active
factors are taken into account in equation (10) the more is approximation of unit measure of the
coefficient “f ” to its true value and the more is volume of investigations and calculations to
reveal it.

Probably coefficient “f” will not have unit measure with being taken into account all of
influencing factors. But as for doing it is quite difficult and is not necessary for practical goals
one has to use coefficient “f” to conform units measure in model (10).

5. GENERAL EQUATION OF HYDRAULIC BREAKING PROCESS OF SOLIDS

General analytical equation of hydraulic breaking process of solids with plain water jets has the
view (Radjko et al., 1998)

Php = Tt [ LK [(P1.5) [d"2) [Ro / 2 [§(2 [ipo)"0.5} (11)

Equation (11) gives possibility to project productivity of hydraulic breaking of solids with plain
water jets.

Interaction of plain water jets with solids while hydraulic breaking process is being realised and
physico-mechanical properties of solid bodies are taken into account with hydraulic breaking
coefficient “Rv”.



Coefficient ‘u* depends on nozzle geometry and coefficient “K” is necessary to take into account
the factors which are unknown yet.

Density of liquid ‘po“ applied for hydraulic breaking of solids can be used too to take into
account influence of different additions such as polymer, abrasive etc.

Equation (11) is good to decide applied problems, optimise the quantity of specific energy
expense of hydraulic breaking or cutting processes, calculate the hydraulic breaking coefficient
for different materials etc.

6. CONCLUSION

Hydraulic breaking coefficient of coal seams is a statistical variable and is formed with effecting
of three reasons: determinate influence of active factors, nature indeterminacy and errors of
measurements. Influence of active factors realises through number of them, effective force each
of them, peculiarities of interaction between the factors and combinations of their values in the
concrete conditions. All of these influences can be taken into account correctly if it is known
character of effect each of the active factors separately.

Analytical investigations of peculiarities of physical interactions between water jet and coal
massif fulfilled give possibility to reveal character of twofold dependencies for different factors
and construct mathematical model of hydraulic breaking coefficient of coal seams. This
coefficient is necessary to use general equation of hydraulic breaking process of solids, which is
given.
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9. NOMENCLATURE

a, &, ...&, b, b, ...s; ¢ — parameters of twofold dependencies
A°® — ash content in coal seams, p.c.

a — dip angle of coal seams, deg.

do — nozzle outlet diameter, m

f, K, u — empirical coefficient

H — depth of mining, m

| — gas concentration in coal seamé/rfL0®)kg

Phb — hydraulic breaking productivity of solid, kg /s
Po — water jet pressure near nozzle outlet, Pa

pc — coal density, kg / th

po — water density, kg /

Ro — hydraulic breaking coefficient, m / N

T — duration of hydraulic breaking process, H

V — volume of split, m

V¢ — volatile matter of coal, p. c.
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ABSTRACT

An intensifier pump was developed by Jet Edge to operate at a pressure of 75,000 psi (520 MPa)
for waterjet cutting. Using this intensifier, tests were conducted to examine what influence the
higher operating pressure had on cutting speed and edge quality for various materials and
thickness’. It was found that a significant improvement was seen in cutting speed when
compared to cuts made at 55,000 psi (380 MPa). Tests were conducted using both straight water
and abrasive waterjets. The results and analysis found in the testing are presented in this paper.
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1. INTRODUCTION

Waterjet cutting uses a jet of water so powerful that it cuts cleanly and precisely through material

in a single pass without shredding or crushing. In the formation of the jet stream, water is

pressurized up to 75,000 psi (520 MPa) by a Jet Edge hydraulically driven intensifier pump. The

operating pressure currently commercially available is 55,000 psi (380MPa), which is the most

common pressure for most waterjet and abrasive waterjet cutting applications. The pressurized
water passes through an attenuator, which stabilizes the jet stream. The waterjet cutting action
takes place as a result of the ultra-high pressure water being forced through a pre-mounted
sapphire orifice as small as .002 in (.051 mm) in diameter. The pressurized water exits the orifice
at extremely high velocities as a coherent waterjet stream that produces a clean cut.

Waterjet cutting with water increases production rates on paper products, woven or non-woven
textiles and similar materials without shredding or the damage associated with conventional
processing methods. The waterjet stream cuts flexible materials quickly and accurately and
prevents distortion encountered from compression during conventional die cutting. Waterjet
cutting is used in the cutting of materials such as: plastics, corrugated cardboard, insulation,
rubber, foods, paper, automotive carpeting and headliners.

Abrasivejet cutting systems use a combination of water and garnet to cut through materials
considered "unmachineable" by conventional cutting methods. Using small amounts of water to
eliminate the friction caused by tool-to-part contact, abrasivejet cutting avoids thermal damage
that can adversely affect metallurgic properties in materials being cut. The ability to pierce
through material also eliminates the need and cost of drilling starter holes. Abrasivejet can cut
through materials ranging from 1/16 inch (1.6 mm) to 12 inches (305 mm) with an accuracy of =
0.005 inches (0.13 mm). Abrasivejet is excellent for the cutting of complex shapes and in fragile
materials such as glass. The high failure rate due to breakage and chipping of corners during
conventional processing is virtually eliminated. Abrasivejet cutting is used in the cutting of
materials such as: titanium, brass, aluminum, stone, inconel, any steel, glass, and composites.

Whatever the industrial need, waterjet and abrasivejet are accurate, flexible, and efficient cutting
systems. Because waterjet cuts with a narrow kerf, parts can be tightly nested together thus
maximizing material usage. The compact, lightweight cutting head is designed for reliability in
high cycle, on/off applications. When coupled with a suitable motion control system, waterjet
cutting provides extremely accurate cuts with a high degree of repeatability over a wide range of
materials and shapes.

Whether or not a customer decides to purchase an ultra-high pressure waterjet system for their
cutting application is based upon many factors including performance, capability, operational
effectiveness, maintainability, reliability, and cost. In cutting operation cost, abrasive waterjet
users have found that the abrasive consumption is the most costly item.



2. DEVELOPMENT OF THE HYPER PRESSURE WATERJET INTENSIFIER

Figure 1 shows the schematic of the intensifier developed for this test program. The intensifier
acts as an amplifier as it converts the energy from the low-pressure hydraulic fluid into hyper

pressure water. The intensification ratio is 25.4. The maximum pressure is 80,000 psi (553 MPa)
with an operating pressure of 75,000 psi (520 MPa). A limit switch, located at each end of the
piston travel, signals the PLC to shift the directional control valve and reciprocate the piston

movement.

Testing has been completed on the 50 horsepower (37 kWh) and 100 horsepower (74 kWh)

intensifier pumps (Figure 2). The pumps were operated to see how running at the hyper pressure
would affect the entire structure of the Jet Edge pump and UHP components. These UHP

components include the attenuator, high-pressure cylinders, check tubes, backup disks, high-

pressure seals, as well as the center piston assembly. These parts have been examined witl
respect to life expectancy and maintenance considerations. Extensive research was performed or
the hyper pressure components as an aspect of the fatigue life, metallurgical, and special

processes. The reliability of this hyper pressure intensifier has been improved to a level that can

be accepted by users in this industry.

3. CUTTING TEST AND RESULTS

Cutting tests were performed to see what advantages the new hyper pressure intensifier pump
can offer. Various materials and thickness’ were cut to get a good feel for the capabilities of the
higher pressure. From this testing it can be seen that there is a potential for the new line of hyper
pressure pumps. During the test, the CNC table manufactured by Jet Edge was used for the
motion and speed control.

3.1. Abrasive Cutting System

During test cuts the patented Permalign Il cutting head and abrasive delivery system were used
(Figure 3 and 4). The design of this cutting head ensures orifice and nozzle alignment. For the
solid phase abrasive delivery system, a pressurized hopper is used to force abrasive into a
secondary hopper. The secondary hopper has a pneumatically actuated slide gate and dial whee
that provides accurate metering and reliable on/off control of the abrasive through the CNC
controller (Figure 5).

3.2. Cutting Data

For the cutting tests, each material was cut at both 55,000 psi (380 MPa) and 75,000 psi (520
MPa). The feed rate was measured to see how much faster the cutting head could operate anc
still obtain the same quality of separation. For some materials the pressure was kept at 75,000
psi (520 MPa) with the abrasive flow rate reduced to obtain the same cutting speed as that of the
55,000 psi (380 MPa) test. This allowed an examination of how little abrasive could be used

when operating at the higher pressure. The results of the cutting tests are shown in Tables 1 to 3.
From this data, an average 40-50% increase in feed rate can be obtained by operating at 75,000



psi (520 MPa) vs. 55,000 psi (380 MPa) with an orifice diameter/nozzle diameter 0.010/0.030
inch (0.25/0.76 mm) combination. Cutting through a 14 inch (355 mm) thick forged steel alloy
block with a 0.015/0.045 inch (0.38/1.14 mm) combination was also tested.

From these results it looks as though there could be a potential for a pump operating at hyper
pressures. If faster cutting speed or less abrasive use were desired, this pump would seem to be :
possible solution.

4. COST ANALYSIS

The cost analysis includes pump operation cost and cutting cost (Table 4). During the test at
75,000 psi (520Mpa) operating pressure, there did not appear to be a tremendous increase in
pump operating costs. Ultilization of cutting water and cooling water as well as power usage
showed minor increases compared to the 55,000 psi (380 MPa) test operating at the same
horsepower. Cutting costs include abrasive and consumable parts. Since cutting speed increase:
at 75,000 psi (520 MPa) pressure, costs dramatically decrease. It can be seen that, as an
example, the cutting cost decreased 42% when cutting 2.625 inch 4140 Steel.

5. CONCLUSIONS

It has been observed that there is a significant benefit in operating hyper pressure 75,000 psi (520
MPa) waterjet and abrasive waterjet systems over ultra-high pressure 55,000 psi (380 MPa)
systems in terms of cutting cost reduction and the capability to cut thicker materials.
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Table 1. 75,000 psi vs. 55,000 psi cutting for 14" thick steel alloy with 0.015 inch
diameter orifice and 0.045" diameter nozzle, surface quality at 4.5

55K 75K
Abrasive rate Feed Rates (in/min) % Increase
1.5 Ib\min 0.085 0.125 471

Table 2. 75,000 psi vs. 55,000 psi abrasive cutting with varying abrasive rate

Quality 1 Quality 2
55K 75K 55K 75K
\brasive rate Feed Rates % Increase Abrasive Rate Feed Rates % Increase
(Ib/min) (in/min) (in/min) (ib/min) (in/min) (in/min)

0.2 0.50 : 0.67 34.0 0.2 0.40 0.58 45.0
0.4 0.70 0.90 28.6 0.4 0.56 0.80 42.9
0.5 0.78 1.10 41.0 0.5 0.65 0.95 46.2
0.6 0.81 1.22 50.6 0.6 0.71 1.05 479
0.7 0.82 1.28 56.4 0.7 0.75 1.10 46.7
0.8 0.82 1.30 58.5 0.8 0.76 1.13 48.7
0.9 0.82 1.30 58.5 0.9 0.77 1.15 494

Quality 3 Quality 4

55K 75K 55K 75K

\brasive rate Feed Rates % Increase Abrasive rate Feed Rates % Increase
(Ib/min) (in/min) (in/min) (Ib/min)  (in/min) (in/min)

0.2 0.30 0.40 33.3 0.2 0.20 0.25 25.0
0.4 0.40 0.60 50.0 0.4 0.30 0.40 33.3
0.5 0.50 0.72 44.0 0.5 0.36 0.50 38.9
0.6 0.56 0.82 46.4 0.6 0.40 0.58 45.0
0.7 0.60 0.90 50.0 0.7 0.42 0.64 54.2
0.8 0.63 0.93 476 0.8 0.43 0.70 62.8
0.9 0.64 0.94 46.9 0.9 0.44 0.72 63.6

Quality 5

55K 75K

\brasive rate Feed Rates % Increase
(Ib/min) (in/min) (in/min)

0.2 0.08 0.12 50.0
0.4 0.15 0.22 46.7
0.5 0.18 0.26 444
0.6 0.20 0.29 425
0.7 0.21 0.31 476
0.8 0.22 0.33 50.0

0.9 0.22 0.35 59.1



Table 3. 75,000 psi straight waterjet cutting

75k Cut Test .004" HC orifice
Material Feed Rate 75k Feed Rate 55k Quality % Increase
5" UHMW 18 5 1 260
.5" Neoprene 400 200 1 100
2.125" Rubber 20 4 1 400

Table 4. Cost comparison

Pressure - 55,000 psi 75,000 psi
Water ‘ 1 gpm 0.75 gpm
Power 50 hp 50 hp
Abrasive 0.2-0.9 Ib/min 0.2-0.9 Ib/min

With 0.010/0.030 combination
2.625" 4140 Steel
Cutting rate 0.78 in/min at 55,000 psi, 1.02 in/min at 75,000 psi

Pump cost includes:
Cutting water
Cooling water
Power
Operation consumables

Cutting cost includes:
Abrasive

75,000 psi
1.3 gpm

100 hp
0.2-0.9 Ib/min
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ABSTRACT

The rational for extending the pressure range of waterjet cutting technology is discussed in this
paper. The effects of waterjet (WJ) and abrasive-waterjet (AWJ) parameters on cutting of
several metals are discussed. From the results of WJ cutting tests, it is observed that the specific
power required for cutting is reduced as the pressure increases. Thin sheet metal can be cut
effectively with waterjets. However, the cut surfaces are typically rough and deformed. The
quality of cut surfaces improves as the pressure increases or small amounts of abrasives are
added. Increasing the standoff distance has been observed to increase the cutting speed; this i
attributed to the droplet impact effect that becomes dominant at large standoff distances. The
cutting test results with 690-MPa AWJs confirmed the linear trend of the effect of pressure on
cutting rate. Most importantly, the abrasive consumption was significantly reduced as the
pressure was increased. Tests were also conducted to drill small holes in several metals and
composites. It was found that pressure ramping yields better drilling results.
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1. INTRODUCTION

Waterjets were commercially introduced for industrial cutting applications in the early 1970s.
This was primarily due to the development of 414-MPa (60-ksi) intensifier pumps capable of
powering high-velocity waterjets with flow rates of a few liters per minute. This has opened
great markets for waterjet technology. Prior to their use at these relatively high pressure levels,
waterjets were limited to cleaning surfaces and mining relatively soft formations. High flow
rates were mainly used for washing out rather than for material separation. Increasing pressures
beyond 414 MPa promises the following advantages:

. More cutting capabilities (composites, thin metals)
. Increased efficiency (specific energy may improve)
. Lower abrasive usage (when using an AWJ)

There has been no change in the peak operating pressure of intensifier pumps (380 MPa) over the
last 30 years. Although higher pressures (over 1000 MPa) can easily be generated in the industry
today, these units are not intended for continuous operation but for static applications. In this
paper, we present data on the potential improvement in cutting and drilling performance when
pressures are increased up to 690 MPa.

2. 690-MPa INTENSIFIER PUMPS

The output pressure from any intensifier pump is determined by the inlet hydraulic oil pressure
and the pressure intensification ratio. This ratio can be defined as the area of the oil-side piston
divided by the area of the pressurized water-side plunger. Increasing the pressure from 380 to
690 MPa can be achieved by altering the oil pressure or the intensification ratio, or by altering
both. Typical high-pressure pumps operate with 21-MPa oil and an intensification ratio of 20.
Accordingly, producing 690 MPa would require an oil system operating at 35 MPa. This
operating pressure would be at the upper limit for typical off-the-shelf oil hydraulic components,
and it brings significant increases in wear rates and mechanical loads, with accompanying
decreases in design safety factors. For our tests, an intensification ratio of 33 was used. Figure 1
shows a 690-MPa intensifier used to construct pumps for food processing systems.

Another pump concept was identified using multistage intensification featuring two or more
intensifiers operating in a series to raise the water pressure in steps. This design capitalizes on
the success of the current 690-MPa systems by retaining as much of the current design as
possible. With two intensifiers in a series, the first would be a standard production unit that
operates in its design mode, using 21-MPa oil to generate 345-MPa outlet water pressure. This
would be supplied to the inlet of the second intensifier, which would be a standard unit with the
exception of an inlet check valve body built to handle 345 MPa and a modified high-pressure
cylinder (to withstand 690 MPa). The second intensifier would use the same 21-MPa oil-side
hydraulics to boost the pressure from 345 MPa to 690 MPa. This concept offers the advantage of
identical intensification ratios and check valve differential pressures to those presently used in
345-MPa pumps. Also, with a multistage intensifier, lower alternating stresses will be
encountered in the 690-MPa stage.



Figure 1. 690-MPa Intensifier
2.1 Flow Characteristics

The flow parameters of a high-velocity jet include pressBjeflow rate ), waterjet diameter
(dn), and powerk). Only two of these parameters need to be known to determine the rest. The
following formulas relate these parameters:

Vin =+/2PIp (1)

V=CVi 2)
a= K, d3+/Pe, 3)
E= K,d?P"°c, (4)

whereVy, is the theoretical waterjet velocity,is the actual velocityp is the water density, is
the coefficient of velocity,cq is the coefficient of discharge, anh and K, are numerical
constants.

Figure 2 shows the measured flow rates for different orifice sizes up to 690 MPa. The orifice
coefficient of discharge was calculated by dividing the measured flow rate by the theoretical
flow rate ignoring water compressibility. This implies that the coefficient of discharge also
incorporated the compressibility factor. Figure 3 shows the calculated coefficients of discharge
for several orifice sizes. These calculations are very sensitive to the orifice size. Measuring the
orifice diameter up to three decimal points may not be accurate enough, especially for small
orifices. Figure 4 shows the flow rates from two orifices that are very close in size.

The data in Figure 3 show that the orifice coefficients have about a 10% spread around a mean
value of 0.6. A significant improvement in the orifice coefficient is obtained by adding drag-
reducing polymers to the water. For example, Figure 3 shows the effect of using a 0.25%
SUPER-WATER concentration on the coefficient of discharge.
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2.2 Power Density

From Equations (1) through (4) it can be seen that the power density, defined as the jet hydraulic
power per unit area, is a function of pressure:

E/ A = K;P"c, (5)

whereA, is the orifice cross-sectional area &tds a numerical constant. Figure 5 shows the jet
power density for pressures up to 690 MPa. This figure illustrates the power density of typical
waterjets and also of both AWJs and abrasive suspension jets. Only the abrasive particle kinetic
energy was used in calculating the power density in Figure 5. Observe that doubling the pressure
from 345 MPa to 690 MPa results in an increase in power density of 182%, or 2.82 times. The
increase in water flow rate is only 41%, i.e., 1.41 times, for a given orifice size. Table 1 shows
numerical values of the power density for different jet pressures, flow rates, and orifice sizes for
a fixed 29.9-kW waterjet.



Power Density (kW/mm2)

Table 1. Power Density for a 29.9-kW Waterjet

PressureP Flow Rateg Orifice Diameter, g| Power Density,
(MPa) (I/min) (mm) kW/mnt
69.0 30.9 1.239 25
138.0 154 0.737 70
207.0 10.3 0.543 129
276.0 7.7 0.438 198
345.0 6.2 0.370 277
414.0 5.1 0.323 364
483.0 4.4 0.288 459
552.0 3.9 0.260 561
621.0 3.4 0.238 669
690.0 3.1 0.220 784
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o b - - o R L L R
10 F - o S o o o - o
Abrasive-Waterjet (AWJ)
G
0.1 '
0 100 200 300 400 500 600 700 800

Pressure (MPa)

Figure 5. Effect of Pressure Power Density of Waterjets and Abrasive-Waterjets



3. CUTTING OBSERVATIONS
3.1 Waterjets

Figure 6 shows the relationship between the maximum through-cut speed and jet pressure for
selected orifice sizes. It is shown that a significant increase in cutting speed occurs as the
pressure increases to 690 MPa. The 0.229-mm-diameter orifice improved the cutting rate from
about 1.27 mm/s at 345 MPa to 7.2 mm/s at 690 MPa.
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Figure 6. Cutting Speeds and Specific Power for 1.6-mm-thick Aluminum
Using Different Orifice Sizes

It should be noted that increasing the pressure also increases the jet power by a factor propor-
tional to P*>. The increases in cutting performance by increasing pressure must result in
improved power utilization or reduced cost to justify the use of elevated pressures. Figure 6
shows the specific power expressed as the power required per unit increase in cutting speed for
the thickness of material under consideration. In this case, 1.6-mm-thick aluminum is used.
Observe that the specific power is reduced as the pressure increases. Figure 7 clarifies this trend
for the 0.229-mm jet size.

It is also observed that smaller jets are more efficient than larger ones. Figure 6 shows that the
power efficiency of the 0.076-mm-diameter orifice quadrupled from 345 to 690 MPa, while the
efficiency of the 0.229-mm jet increased by about 150% in the same pressure range. This trend
is sensitive to the material thickness, and it is expected that larger jets become more efficient
than smaller ones as the thickness of the material increases.



16.0 6.00

O ‘ ‘ ‘ ‘
140 [~~~ T T T T T T T T T T T T Tt T T T T
‘ ‘ ‘ ‘ 1 5.00
120 [~ o R SR S 7
™ ‘ ‘ ‘ ‘
£ ‘ ol ‘ : 1 4.00 E
£ 00 [~ A oo Q- 5
° O 3
2 ‘ ‘ ‘ ‘ »
a 80 P . 1300 @
N Cutting Speed for 0.229 mm waterjet @ g
g’ O Specific Power for 0.229 mm waterjet o
£ 60 2
5 {200 5
O 0
o
4.0 "
1 1.00
2.0
0.0 . . . . . . . . 0.00

300 350 400 450 500 550 600 650 700 750

Pressure (MPa)

Figure 7. Linearized Trends of Cutting Speed and Specific Power
for 1.6-mm-thick Aluminum using 0.229-mm-diameter Waterjet

The existence of a threshold pressure for cutting has long been known in the waterjet literature.
Ragahavan and Ting (1991) have reported results for aluminum similar to the data in this paper.
It can be shown by simple calculation that the optimal pressure is 3 times the threshold pressure.
For cutting metal with waterjets, the threshold pressure is also a function of the traverse rate, and
there is no unique number for different metals that can be used to determine the optimum opera-
ting pressure.

The water consumption per unit volume of material removed can be computed from the test data
in Figure 6. It has been shown (Hashish et al., 1997) that the water usage efficiency increases
with both increasing jet pressure and decreasing orifice size (as did power efficiency). For
example, the water usage efficiency improved by a factor of 4 with the 0.229-mm-diameter
orifice and by a factor of 8 with the 0.076-mm jet for thin aluminum cutting.

Figure 8 shows results of tests in other metals using a 0.229-mm-diameter orifice at 690 MPa to
determine the maximum possible cutting traverse rates. Additional results are shown in Table 2.
Of particular interest is the ability of plain waterjets (at 690 MPa) to cut composites such as

graphite epoxy and fiberglass without surface layer delamination. The cutting rates shown in
Table 2 were not associated with any delamination.

Figure 9 shows the relationship between cutting speed and standoff distance for several metals.
The trend of increased cutting speeds with increasing standoff distances is attributed to the fact
that these materials are more sensitive to droplet impact.
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Table 2. Maximum Cutting Traverse Rate (Material Thickness is 1.6 mm)

Material Cutting Speed (mm/s)

1018 Steel 2.33
4130 Steel 1.06
15-7 PH Stainless Steel 0.85
321 Stainless Steel 0.74
Titanium 6Al/4V 0.42
301 Stainless Steel 0.42
Hastelloy 0.36
301 Stainless Steel 0.32
Inconel 0.21
Printed Circuit Board 74

Graphite Epoxy (6.3 mm thick) 74

Copper-Clad Fiberglass 74
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3.2 Polymer Waterjets

SUPER-WATER additive in 0.25% concentration was used in some limited cutting tests fo-
cusing on the effect of standoff distance at elevated pressures. Information on SUPER-WATER
and its advantages can be found in Howells (1990).

Figure 10 shows the linear trends of the effect of pressure on depth of cut for a waterjet in
aluminum at three different standoff distances using a traverse rate of 1.69 mm/s and a 0.178-
mm-diameter waterjet. Observe how the standoff distance affects the slope of the line. It is
surprising to see that, as the pressure increases, a shorter standoff distance is more effective.
Figure 11 shows the linear trends for a SUPER-WATER jet, which indicates that an optimal
standoff distance exists. This has been observed previously by Franz (1974).

Comparing the data in these two graphs suggests that cutting with SUPER-WATER will result in
improved cutting rates when the standoff distance increases, but not at small standoff distances.
This is also a surprising result, because SUPER-WATER will at lease deliver more hydraulic
power (more flow rate) at the same pressure. More accurate and systematic tests are needed t«
fully characterize the effects and expected benefits of SUPER-WATER.
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3.3 Abrasive-Waterjets

A typical AWJ nozzle with 690-MPa pressure capability was used to perform the AWJ cutting
tests. The following parameters were used:

. Nozzle diameterd, = 0.229 mm

. Mixing tube diameterd,, = 0.787 mm
. Mixing tube length],, = 50 mm

. Garnet mesh 100 abrasive

. Abrasive flow ratem, = 3.75 g/s

The cutting results for both thin and thick aluminum and steel are shown in Figures 12 and 13.
In Figure 12, linear trends are shown for the effect of pressure on cutting speed. The cost index
shown in Figure 13 is used to express the total cost in cents per square centimeter of cut surface.
The cost includes the cost of equipment, pump maintenance, nozzle wear, abrasives, water,
power, and disposal. The effect of pressure on these cost items was incorporated.

Observe that the cost of operation is reduced as the pressure increases and becomes flat for ove
400 MPa. These are just preliminary data with assumptions on the performance of elevated
pressure equipment. It is of interest to note that the power efficiency does not improve with
increasing pressure with AWJs as it does with plain waterjets. This can be deduced from the
data shown in Figures 12 and 13. To improve the power efficiency of AWJs at elevated
pressures, nozzle designs must be developed and optimized for working at these high pressures.
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Figure 12. Effect of Pressure on Cutting Speed and Cost Index
for AWJ Cutting of Aluminum and Steel
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In previous work (Hashish et al., 1997) very small jets were used and were shown to achieve a
great enhancement in power efficiency. The cutting of thin (1.6-mm) aluminum using a 0.025-
mm-diameter orifice resulted in significant improvements in cutting speed by increasing the
pressure from 345 to 690 MPa. This is because the threshold pressure for cutting was very close
to the 345-MPa starting pressure. Over the same range, the power efficiency of the 0.025-mm
AWJ improved by 370%.

It should be emphasized that a significant performance enhancement can be made with AWJs at
pressures up to 690 MPa. This is primarily related to reducing the abrasive flow rates (compared
to current typical values), which represent the most significant cost factor for AWJ operations.

4. DRILLING

Hole drilling tests were conducted with 690-MPa waterjets and abrasive-waterjets. It was
observed that holes drilled with plain waterjets are irregular in shape. This is due to the effect of
the return flow, which causes asymmetry of the jet action while drilling. The upper edge of the
hole is slightly rounded due to erosion by the spread jet and by the reflected jet before complete
piercing. It was also observed that the bottom edge of the hole is sharp, even, and mainly free of
burrs. However, the hole size is significantly larger than the jet diameter. In some cases, the
hole diameter is more than 5 times the diameter of the jet. Again, this is attributed to the return
flow of the incompressible water. Sectional photos of waterjet-drilled holes show a slight taper
from the top to the bottom. This is typical and can be changed by controlling the dwell time.



Drilling with AWJs was found to be much more controllable, especially with the use of
computer-controlled pressure ramping. With pressure ramping, the pressure never reaches 690
MPa before the material is penetrated. Drilling with 690 MPa jets will likely be limited to very
hard materials where hole geometry is not critical.

5. CONCLUSIONS

. Cutting with plain waterjets at elevated pressures is highly promising for composites and
thin sheet metal.

. The specific power, expressed as the power per unit increase in cutting speed, with plain
waterjets improves significantly with increasing pressure for relatively thin materials.

. Polymer additives may greatly enhance the performance of 690-MPa waterjets, especially
for large standoff distances.

. Elevated-pressure AWJs promise cost reduction, but power efficiency needs to be im-
proved. Cutting with AWJs up to 690 MPa will minimize abrasive usage and reduce kerf
width.

. It has been confirmed that there is an optimal standoff distance for metal cutting with plain
waterjets.

. Hole drilling is best accomplished by pressure ramping if the quality of the hole geometry
is important. Drilling with 690-MPa waterjets does not result in a rounded hole; further
work is needed to improve the process.
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8. NOMENCLATURE

orifice cross-sectional area
coefficient of discharge
coefficient of velocity
mixing tube diameter
waterjet diameter

power

numerical constants
mixing tube length
abrasive flow rate
pressure

flow rate

actual velocity

theoretical waterjet velocity

water density



10" American Waterjet Conference
August 14-17, 1999: Houston, Texas

Paperll

CHARACTERIZATION OF LOW PRESSURE AWJ CUTTING

David G. Taggart, Madhusarathi Nanduri and Thomas J. Kim
University of Rhode Island
Kingston, Rl U.S.A.

ABSTRACT

In recent years, advances in entrainment based abrasive waterjet (AWJ) technology have led to
commercial systems which operate at increasingly high water pressures. The motivation for these
improved systems is higher cutting speeds for manufacturing applications. For certain applications,
parameters such as overall system size, weight, cost and consumption parameters such as water ar
abrasive consumption take precedent over cutting speed. For example, for materials which are
relatively easy to machine, adequate cutting speeds may be achieved using low pressure, and henc
low cost, AWJ cutting systems. Similarly, portable AWJ systems require minimum system size and
weight. For applications where abrasive and water contamination is an issue, minimization of the
abrasive and water consumption rates is critical. In this study, the performance of entrainment
based AWJ cutting at low pressures in the range of 35-140 MPa is evaluated. Conditions which
provide abrasive entrainment are identified. A series of trials are performed to determine the depth
of cut in mild steel as a function of various AWJ parameters. An empirical cutting model is

developed. Finally, the effect of standoff distance, multiple passes and abrasive type on cutting
performance is evaluated.
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1. INTRODUCTION

In typical industrial applications of entrainment based AWJ machining, maximized cutting speed
is desired. For these applications, commercial AWJ systems which operate at water pressures of
200-420 MPa are commonly used. For certain specialized applications, however, cutting speed
may be less important than other factors. Examples of such applications include portable cutting
systems requiring lightweight pumps and low volume applications where the capital cost
associated with high pressure pumps can be prohibitive. For portable systems, abrasive and
water consumption rates can be critical if the consumables need to be transported. Similarly,
abrasive and water consumption is critical in applications where abrasive and water disposal is
required for environmental reasons.

In this study, the cutting performance and abrasive and water consumption rates for low pressure
(35-140 MPa) AWJ cutting are characterized. An empirical parametric model is developed to
provide predictive data for use in configuring an AWJ system for particular applications. This
parametric model development parallels similar work by Zeng (1992) and Zeng and Kim (1993).
In Zeng's model, developed for pressures in the range 140-280 MPa, the depth of cut is given by

N, P 125 mNosew 0343
C | % dnoms Q)

S

h=

whereh is the depth of cut in mniNy, is the material machinability numbex=87.6 for mild

steel),P is the water pressure in MPRa, is the water flow rate in liter/minmn, is the abrasive

flow rate in g/sCsis a constant (=8800), is the jet traverse speed in mm/s a@pds the nozzle
diameter in mm. This parametric model provides a tool for determining the relation between
water pressure, abrasive consumption, water consumption and cutting performance. Note that
the water consumptiorQ, can be computed from the orifice cross-sectional aeand the

water pressurd?, using the relation (Hashish, 1989)

Q= CdaA1,2%0 )

where Cq4, is the orifice coefficient of discharge am@ is the ambient density of water.
Appropriate orifice coefficients of discharge have been determined experimentally (Hashish,
1989) to be in the range of 0.65-0.75. Unfortunately, since Zeng's model (Eqg. 1) was developed
at water pressures in the range 140-280 MPa, its application to pressures in the range 35-140
MPa is expected to give unreliable predictions. Therefore, development of a low pressure
parametric model is required and provides the motivation for the study described in this paper.

2. EXPERIMENTAL PROCEDURES

In the first phase of this study, a Taguchi based experimental design was implemented to quickly
assess the cutting performance of a wide range of experimental parameters. These results were



then fit to a preliminary empirical cutting model which was used to screen future experimental
trials. During the first phase of the study, it was observed that several combinations of
parameters did not induce sufficient vacuum for effective abrasive entrainment. For this reason,
the second phase of the study consisted of a series of experiments to determine the combinations
of parameters which do provide sufficient entrainment. Using the preliminary cutting model and
the results of the entrainment study as a guide, a more extensive set of cutting trials was
performed and a revised parametric cutting model was developed. Finally, the effect of standoff
distance, multiple passes and abrasive type on cutting speed and consumption rates was
investigated.

3. TAGUCHI BASED EXPERIMENTAL DESIGN

Abrasive waterjet cutting performance is dependent on a number of system parameters. To
effectively optimize the parameters for a given application requires that a large number of trials
be performed. To quickly assess a range of parameters which are promising, a Taguchi based
experimental design (Roy, 1990) was performed. In these experiments (see Table 1), nine
combinations of parameters were evaluated. For each combination, the cutting speed required to
penetrate 38 mm thick mild steel was determined.

For five of the nine combinations, it was determined that the conditions did not provide sufficient
suction to entrain the abrasive into the waterjet stream and therefore, cutting was not achieved.
For the four combinations for which entrainment was achieved, a series of cutting trials were
performed (see Figure 1). Preliminary empirical cutting models for depth of cut or, alternatively,
cutting speed, were developed. These models are given by

- 000474

h: 6.28 P— 007lcg 044 q;l.ﬁl Ma u—0697
3)

-0254

u= 042 P 00146CE 1.34q1—3.12 Ma h—l.07

whereh is the depth of cut in mnk is the water pressure in MR, is the orifice diameter in

mm, d, is the nozzle diameter in mmm, is the abrasive flow rate in g/s, ands the jet traverse

speed in mm/s. The accuracy of these models was assessed by comparing the predicted depth o
cut to the actual depth of cut and the predicted cutting speed to the actual cutting speed (see
Figure 2). These results indicate that the cutting models reasonably predict the observed cutting
performance and can be used to screen future trial combinations.

For the four combinations which provided effective cutting, the abrasive and water consumption
rates were determined. The consumption rate per unit length of cut was then computed. As
shown in Table 2, there is a trade-off between consumable weight and pump pressure. Since the
required pump pressure directly influences the system weight, the optimum system design for a
given application will require an appropriate balance between pump size and required
consumables.



4. CHARACTERIZATION OF ABRASIVE ENTRAINMENT

Since the Taguchi trials gave several combinations of parameters which did not provide
sufficient entrainment, a series of trials to assess the effect of pressure, orifice size and nozzle
size on abrasive entrainment was performed. In the first experiment, the abrasive delivery tube
was closed so that zero air flow was allowed. The orifice diameter and pressure were varied and
the vacuum induced in the abrasive tube was monitored. The results of these trials are shown in
Figure 3. It is observed for pressures above 103 MPa, a nearly full vacuum is obtained. Below
103 MPa, the induced vacuum is significantly reduced.

To better evaluate the effect of pressure, orifice diameter and nozzle size on abrasive
entrainment, the maximum abrasive flow rate for several combinations of these parameters was
determined. These results are given in Figures 4 and 5. Figure 4 shows the abrasive flow rates
which can be achieved using a 1.09 mm diameter nozzle. Figure 5 shows similar results for a
0.74 mm diameter nozzle. For the larger nozzle (Figure 4), it is observed that for orifice
diameters above 0.25 mm, abrasive flow rates in excess of 360 g/min can be achieved, even at
low pressures. For the smaller nozzle (Figure 5), entrainment at pressures lower than 105 MPa
was difficult to achieve, especially for the smaller orifices.

5. DEVELOPMENT OF PARAMETRIC MODEL

Using results of the abrasive entrainment trials, the cutting performance of the following orifice /
nozzle combinations was evaluated/dgk 0.36 mm/1.0 mm, 0.25 mm/1.0 mm, 0.36 mm/0.74

mm, 0.25 mm/.74 mm. For most of these trials, a water pressure of 103 MPa was used and the
abrasive flow rate was varied from 170 — 395 g/min. For each case, a series of depth of cut vs.
traverse speed trials were performed and the speed required to penetrate a 38 mm thick mild steel
plate was determined. For other combinations of orifice and nozzle diameter, the speed required
to penetrate the steel was determined. These results are shown in Table 4.

From these results, the weight of consumables required a unit length of 38 mm thick mild steel
was determined and tabulated in Table 4. It can be seen that the combination requiring the least
consumable weight was the 0.30 mm/1.04 mm orifice/nozzle combination with an abrasive flow
rate of 240 g/min. To assess the effect of reducing the pressure, the cutting performance of this
same orifice / nozzle combination and an abrasive flow rate of 170 g/min was measured. As
shown in Table 3, there is a dramatic increase in weight of consumables as the pressure is
reduced from 103 MPa to 34 MPa.

The results of all of these trials were combined in an empirical cutting model given by
h: 0477 P l.6£u)1.9@0.77rnao.]u—0.77 (4)

whereh is the depth of cut in mnk is the water pressure in MRd, is the orifice diameter in

mm, d, is the nozzle diameter in mmy, is the abrasive flow rate in g/min, and u is the jet
traverse speed in mm per minute. Figure 6 shows the predicted depth of cut vs. the actual depth
of cut, again demonstrating reasonable correlation of predicted and observed cutting depth.



6. EFFECT OF STANDOFF DISTANCE, MULTIPLE PASSES AND ABRASIVE TYPE

The final series of trials were designed to provide an assessment of the effect of standoff
distance, multiple passes, abrasive size and abrasive type on cutting performance. For these
trials, the 0.30 mm/1.04 mm orifice/nozzle combination was used. The water pressure was 103
MPa . For the standoff distance trials, garnet #80 abrasive at a flow rate of 240 g/min was used.
As seen in Figure 7, there is little variation in cutting depth for standoff distances less than about
4 mm. There is a slight reduction in cutting performance if the standoff distance is increased to
13 mm.

The effect of multiple passes on cutting performance is shown in Figure 8. In this plot, the total
time required to penetrate 38 mm mild steel was determined for the 0.30 mm/1.04 mm
orifice/nozzle combination, a water pressure of 103 MPa, a standoff distance of 1.0 mm and a
garnet #80 abrasive at a flow rate of 240 g/min. It is seen that the most effective cutting mode is
a single pass. This is believed to be due to the reduction in cutting performance with standoff
distance, particularly for the final passes where the standoff distance is large.

The effects of abrasive type and size on cutting performance are shown in Fig. 10. Two abrasive
materials, garnet and aluminum oxide A&d) and two sizes #80 and #120 were evaluated. As
shown in Figure 9, there is little effect on cutting performance, with garnet #120 providing a
slightly higher cutting depth.

7. CONCLUSIONS

In this study, AWJ cutting of mild steel at low pressures was investigated. A Taguchi based
experimental design was implemented to identify combinations of parameters which provide
effective cutting. Another series of trials was performed to identify parameters which provide
adequate abrasive entrainment. It was found that for a given orifice/nozzle combination, a
critical pressure exists, below which abrasive entrainment is difficult to achieve. A parametric
cutting model was developed and applied to identify cutting conditions which minimize abrasive
and water consumption. A study of standoff distance demonstrated that cutting performance is
independent of standoff distance for standoff distances less than about 4 mm. It was also shown
that multiple passes at higher speeds did not improve performance as compared to slower single
pass cutting. Finally, it was shown that abrasive materials garnet and aluminum oxide and
abrasive mesh sizes #80 and #120 gave comparable cutting performance.
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10. NOMENCLATURE

Cs constant

dn nozzle diameter
do orifice diameter

h depth of cut

my abrasive flow rate
My water flow rate
Nm material machinability number

P water pressure in MPa

u traverse speed

TABLE 1. Test conditions and penetration speeds (Taguchi tests).

Condition | ma (g/min) do (mm) dn (mm) P (MPa) u (mm/min)
1 110 0.23 0.51 83 N.A.E.*
2 230 0.28 0.76 83 N.A.E.
3 340 0.33 1.02 83 6.3
4 340 0.23 0.76 110 N.A.E.
5 110 0.28 1.02 110 6.2
6 230 0.33 0.51 110 N.A.E.
7 230 0.23 1.02 138 10.0
8 340 0.28 0.51 138 N.A.E.
9 110 0.33 0.76 138 12.6

N.A.E. = No abrasive entrainment achieved




TABLE 2. Water and abrasive consumption (Taguchi tests).

My do dn P u ma+ my | Water + Abr.
Condition | (g/min) | (mm) (mm) (Mpa) | (mm/min) | (g/min) | consumption
(g/mm)
3 341 0.33 1.02 83 6.3 1820 289
5 114 0.28 1.02 110 6.2 1343 216
7 227 0.23 1.02 138 10.0 1154 115
9 114 0.33 0.76 138 12.6 1999 158
TABLE 3. Parametric trial results.
do dn Mg, P u Water + Abr.
(mm) (mm) (g/min) (MPa) (mm/min) | consumption
(g/mm)
0.15 1.04 170 103 1.27 422
0.15 1.04 320 103 0.76 901
0.15 1.04 395 103 0.51 1499
0.20 1.04 170 103 2.54 320
0.25 1.04 170 103 5.08 229
0.25 1.04 320 103 6.35 207
0.25 1.04 395 103 5.84 237
0.30 1.04 170 34 1.27 785
0.30 1.04 170 69 3.81 349
0.30 1.04 170 103 8.89 178
0.30 1.04 240 103 11.43 144
0.30 1.04 320 103 11.43 151
0.33 1.04 170 103 10.16 179
0.33 1.04 320 103 11.43 172
0.33 1.04 395 103 11.43 179
0.36 1.04 170 103 10.16 203
0.36 1.04 320 103 12.70 175
0.36 1.04 395 103 12.70 180
0.41 1.04 170 103 11.43 229
0.41 1.04 320 103 13.97 198
0.41 1.04 395 103 13.97 203
0.23 0.74 170 103 2.54 385
0.23 0.74 320 103 2.54 444
0.25 0.74 170 103 5.08 229
0.25 0.74 320 103 5.08 258
0.36 0.74 170 103 7.62 271
0.36 0.74 320 103 10.16 218
0.36 0.74 395 103 10.16 226
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MODELING AND SIMULATION OF PRESSURE FLUCTUATIONS
IN HIGH PRESSURE WATERJETS

M. Tremblay and M. Ramulu
Department of Mechanical Engineering,

University of Washington, Seattle

ABSTRACT

The pressure fluctuations within a waterjet machine were investigated through a computer
simulation and experimental analysis. A mathematical model accounting for the compressibility
of water at high pressures was derived. The variation of the water properties at high pressures
and the acceleration and stagnation motion of the piston were also incorporated in the model in
order to determine which system parameters influenced the pressure fluctuations the most.
Simulation and experimental results were compared and observations were made regarding the
time history of the discharge pressure. It was found that the motion of the piston and the
operating pressure condition greatly influenced the magnitude of the pressure fluctuations.
Furthermore, it was noted that increasing the bulk modulus and/or decreasing the density of the
water resulted in a pressure fluctuation increase.
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1. INTRODUCTION

Over the past few years, waterjetting technology has drawn a lot of attention in industry as well
as in academia. Waterjets are a versatile, non-traditional machining tool that are currently used
in many different industrial operations. Waterjet machines have found there way into a variety
of applications [1]. Considerable waterjet research has focused on understanding the mechanics
of material removal due to the impingement of a high pressure water jet. Work has also been
done in equipment development to reduce pressure fluctuations within the waterjet and
optimize the cutting process. Research has shown that pressure and flow variations are highly
undesirable, especially in high precision cutting applications. For these applications, any
variations in jet quality can lead to unacceptable surface finish. These undesirable fluctuations
have also been found to cause a reduction in the life of many waterjet system components. For
instance, the nozzle life can be as low as a few hundred hours. Frequent replacement of the
nozzle makes this cutting technique expensive and leads to costly downtime. The pressure
pulsations in reciprocating pumps can also result in valve failures (due to cavitation) and fluid
pulsations in the pipes. Furthermore, the pressure fluctuations are often a constraining factor
that limits the applications where the waterjet machine can be used.

Better understanding of the important system parameters that cause these fluctuations is needed
in order to design a machine that could eliminate the pressure pulsations occurring throughout
the waterjet system. This would allow the waterjet machine to perform more accurately in high
precision applications and increase the achievable cutting tolerance.

Recently, several investigators [4,5] have used computer models to simulate intensifier pump
dynamics. Most of the research in this field was driven by the modeling of the pressure
fluctuations in order to better understand their origin and effects on the pump efficiency and
quality of cut. This lead to various alternative intensifier designs that attempted to alleviate the
pressure fluctuation problem [2,3]. Although these designs effectively reduce the amount of
fluctuation, there is still room for improvement and analysis of the system. The work done in
determining the pressure fluctuations falls under three categories: mathematical modeling [7,8],
computer simulation [4,5] and experimental analysis [6]. It should be mentioned that the authors
who focused on theoretically solving the problem at hand through modeling also included
experimental data to corroborate their findings. However, not much emphasis was put on the
experimental analysis and the methods used to arrive at the experimental data were not well
conveyed. Only two papers [2,6] presented on-line experimental data of the system pressure
variations. ldeally, the three types of analysis could be combined to obtain a clear picture of the
system dynamics that cause the pressure fluctuations. The purpose of this research is to obtain a
better understanding of the system characteristics that lead to these unwanted pulsations.
Therefore, an attempt is made to develop a computer simulation that accounts for the
reciprocating pump dynamics in order to predict the pressure fluctuations observed through
experimentation.



2. COMPUTER SIMULATION AND EXPERIMENTAL ANALYSIS

2.1 Computer Simulation

2.1.1 Mathematical Foundations

The waterjet system aims to deliver flow continuously. However, the pump does not deliver
pressurized water to the discharge at all times. During a certain period of time, there is no flow
between the pump and the discharge. It is during this time that the pressurized water is delivered
from the attenuator. Consequently, the pressure drops in the attenuator, in the nozzle assembly
and throughout the piping system. A control volume analysis was performed to determine the
amount of time that the no-flow condition lastég &nd how much the pressure dropped during

this time. Recall that the valve will be closed for as long as the cylinder preggusesmaller

than the attenuator pressupg)(

Two control volumes were established. One for the high pressure cylinder which contains the
low pressure water about to be pressurized and one of the attenuator and piping volume
containing high pressure water about to be depressurized. Figure 1 describes both control
volumes for the specific case where the piston just starts accelerating towards the right. Note
how all check valves connecting the pump to the discharge are closed at this time.

The mathematical analysis can be separated into two sections. First, the pressurizing of

| Control Volume 2 l

Attenuator

Check Valve
Closed

Hydraulic

Low Pressure System No Flow
Water Flows from
in from I Control Volume 1 | Water
Water Tank Tank

Figure 1: Control Volumes used in Mathematical Analysis



the water in control volume 1 will be looked at. Following this, the depressurizing of the
attenuator will be analyzed using the above defined control volume 2.

2.2 Pressurizing of water in cylinder

Assumptions:

* Valve does not leak

* Valve closes instantaneously and is massless

* Motion of piston is not affected by the expansion of the high pressure water contained in the
clearance volume in the suction cylinder

Recall the continuity equation :

Vo Yo dp _ My =~ 1Moy
a  Bd  p(p)

Where:
B = Bulk Modulus
m = Mass flow rate
p = Density
p = pc = pressure of water in cylinder

V., =V, () = (s - ¥(t))A,, = cylinder volume

1
And wherey(t) is the displacement of the piston aid the stroke length
Differentiating equation 1 with respect to time yields:
dve, _ A h is the velocity of the pis
= Vpison (1)A,,, wherev,,, is the velocity of the piston
Since there is no mass flow coming in or out of control volume 1:
m in = 0
Mou=0
The continuity equation can therefore be written as:
dp. _ Bp.) Bp,)
Ae LM Fed . A =t c _ . t
dz ‘/cyl (t) (vptston( ) cyl) (S _ y(t)) (vp,smn( ))
2

2.3 Depressurizing of water in attenuator

Assumptions:
» Valve is perfectly closed and does not leak



» Valve closes instantaneously

Once again starting from the continuity equation:
dVL’V 7VCV dp m;n - moul

— ¥ = i out
a Bd  p(p)

Now, for control volume 2:

p = pg=discharge pressure
Vv = Varr + Vpipe = attenuator volume + pipe volume

And since the volume is constant:

éYﬂ:O
dt

There is no flow coming into control volume 2, but the waterjet system continues to deliver a
high pressure flow through the orifice.

min =0

2p,

o

mout = out X-out = pochoyc(pd)

Wherey.(pg) is the ratio between the jet velocity for a compressible flow and the jet velocity for
an incompressible flow. The continuity equation becomes:

é&=_ ﬂ(pd) po

dt ‘/att + ‘/pipe p(pd

2
) CdAoyc(pd) ——pl—)i

4

2.1.2 Simulating the pressure fluctuations

Some further assumptions were made in order to determine the pressure drop of the waterjet
system at different operating conditions. The velocity profile of the piston motion was assumed
to vary in time along the piston's stroke length. Five distinct areas were assumed in this variation.
These are shown in Figure 2.

In region I, the velocity of the piston is zero. The piston does not move for this small fraction of
time due to the time tag resulting from the activation of the solenoid valve which switches the
direction of flow in the hydraulic. The piston then proceeds to accelerate quite rapidly towards
it's maximum spee(bpl).It accelerates rapidly since the hydraulic force exerted on the piston

is much higher than the resistive force exerted by the pressurized water since at the beginning of
the stroke motion, the water pressure is relatively low. After the acceleration phase, the piston



reaches a steady velocity during which the valve eventually opens once the cylinder pressure
overcomes the attenuator pressure. During region lll, the piston is assumed to move at a
constant speed since the driving hydraulic force and the discharge pressure become relatively
equal. In region 1V, the piston gradually slows down as the resistance due to the pressurized
water increases. Finally, in region V, as the piston approaches the end of it's stroke length, the

Figure 2: Velocity Profile of Piston/Plunger Assembly Motion
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solenoid valve is actuated by a sensing mechanism and reverses the hydraulic flow so as to stop
the motion of the piston.

The simulation only looks at the case where the valve is closed and therefore the piston will
only go through regions I, Il and a fraction of Ill. The velocity profile was modified from the
profile assumed by Singh in his simulation [4]. He had assumed that during 16% of the stroke
period, the piston traveled 20% of its stroke length at a constant gpeeuring the last 84%

of the stroke period, the piston traveled the remaining 80% of it's stroke length at another
constant spee(sp2) smaller thanspl. Singh's model is shown in Figure 3. Conversely, the
model proposed here accounts for the switching time and the acceleration phase, which occurs
before the piston reaches the first constant speesgte

As will be seen later, the simulation results varied depending on the length of the acceleration
phase relative to the total time period. Furthermore, it was assumed that the maximum pressure
delivered the waterjet system occurred right before the valve opened. This assumption was also
made by Hu and Robertson [5] also by Tikhomirov et at. [8]. The length of the stagnation was
assumed to be a constant 0.015 sec. This assumption was also made by Tikhomirov [8] in his
simulation.



The system parameters were determined through existing drawings of the watejet machine
available in our laboratory [9]. The following data was used in the simulation:

Table 1: System Parameters

Total piping length 11.16 meters
Attenuator Volume 0.5 liters
Pipe Diameter 0.1524 cm
Stroke Length 13.284 cm
Orifice Diameter 0.02794 cm
Cylinder Diameter 1.66 cm
Overall Discharge Coefficient 0.695
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Figure 3. Velocity Profile
Assumed by Singh [4]

The overall discharge coefficient was obtained from the work performed by Hashish [10].
Although his results showed that the overall discharge coefficient decreased as the operating
pressure increased. It was assumed to be constant in the simulation since the decrease was
considered to be negligible. For instance, for a 0.0254 cm orifice diameter, at 100 MPa the
discharge coefficient is 0.7 while at 160 MPa it drops to 0.69. The significance of this
assumption was examined through a sensitivity study.

Mathematica was used to solve this problem. The required inputs to the simulation are the
stroke period and the maximum operating pressure. For the model validation, both of these
inputs were determined experimentally. The iteration process begins with a guggthfono-



flow time) and the value df is incremented in steps of 0.001 sec until the cylinder pressure at
time t, is greater or equal to the attenuator pressure. The pressure fluctuation is therefore
calculated as the maximum operating pressure minus the pressure of the attenuatdy. at time

2.2 Experimental Analysis

2.2.1 Experimental Set-up

The objective of the experiment was to measure the pressure fluctuations of the pressurized
water at the entry of the waterjet nozzle. It is very difficult to capture the pressure fluctuations
within the nozzle itself due to its geometry and design. To adequately measure the variation of
static pressure, the pipe carrying the high pressure water needed to be tapped into without
disrupting the water flow. The pressure waveform that was obtained corresponded to that of the
flow right before the nozzle orifice.

The existing pipe connecting the waterjet's on/off valve to the orifice was removed and replaced
by a new pipe that had a connecting tee in it. The tee was located approximately at 17 cm from
the orifice assembly. Swagelok's Sno-Trik connectors were used for this purpose. The branching
tube was connected to an adapter on which a pressure transducer was mounted. The adapter was
specifically machined for this application. To obtain an accurate depiction of the pressure
variations, the system needed to be leak proof and precautions were taken in this regard. Figure
4 shows the experimental set-up used to determine the pressure fluctuations.

A PCB Piezotronics pressure transducer (Model 119A11) was used to capture the pressure
fluctuations. The charge output signal of the transducer was then conditioned by a charge
amplifier (PCB Model 462A). The resulting voltage signal was sent to a Tektronix digital
oscilloscope (TDS 420A). This allowed visualization of the time history of the pressure
waveform, which was then downloaded to a computer. The piezoelectric transducer did not yield
the absolute value of pressure since it is a dynamic sensor and the steady-state component
gradually bleeds off to zero. So when the operating pressure reaches an operating pressure of
200MPa, the new output voltage will bleed out the static component and the 200MPa will
correspond zero. All measurements are therefore taken about this new zero. The transducer was
well suited for the intended application since it captured the high frequency components of the
pressure waveform. These high frequency components needed to be considered since they are
indicative of the sharp pressure surges and drops seen in the pressure time history results. To
obtain an absolute pressure reading, another transducer that only reads the static component



Direction
of Flow

High Pressure
Tubing

Adapter

Pressure
Transducer

Union

h
Charge Tee

Amplifier

Qrifice

Oscilloscope Assembly

Figure 4: Experimental Set-up

could have been used in conjunction with the dynamic piezoelectric transducer. Alternatively,
one strain gage type transducer could have been used to capture both components. It should be
mentioned though that the latter option would not yield such good results for this investigation,
which sought to capture higher frequencies of the pressure waveform to accurately determine the
pressure drop and depict the pressure fluctuations.

The cable connecting the pressure transducer to the charge amplifier is a low capacitance, high
impedance cable as to not shunt down the charge output of the transducer. The charge amplifier
needed to be set to the correct input pC/psi (pico-coulombs per psi). A calibration chart was
provided with the transducer. The transducer was calibrated to 0.307 pC/psi. Furthermore, the
gain (psi/V) of the amplifier was set to give a readable output on the oscilloscope.

To obtain the pressure drop, the voltage drop was first obtained and then multiplied by the gain:
Ap = AV x Gain [\xpsi/V]

2.2.2 Experimental Procedure

Data was collected for three pressure settings (153.4, 181.0 and 215.5 MPa). For each setting, at
least 2 test runs were done. The pressure waveform was captured and the maximum pressure wa:s



read from the pressure dial gage. Furthermore, the period of oscillation was obtained from the
oscilloscope for each of the test runs.

3. RESULTS
3.1 Experimental Results

Results were obtained for three different operating conditions. The waterjet machine was first set
at to operate at a maximum operating pressure of approximately 22250 psi (153.4 MPa). The
pressure was then increased to 26250 psi (181.0 MPa) and to 31250 psi (215.5 MPa).

For each pressure setting, the pressure fluctuations were determined. The time that the valve
was closed was also found from the oscilloscope output. Figure 5 shows an example of the
pressure waveforms obtained during experimentation. Note how the pressure fluctuates between
two different peaks: a high peak and a low peak. It clearly shows the pressure drop that occurs
after the discharge pressure reaches one of the peaks. The duration of the no-flow cjdition (
can be determined by reading the time lapse between the start of the pressure drop and the sharp
pressure increase that takes place when the check valve opens as shown in Figure 5. Similar
results to that shown in Figure 5 were obtained for the two other pressure settings and are shown
in Figures 6 and 7.
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It can be noted that the experimental results show a certain degree of repeatability, especially the
results obtained at 153.4 MPa and 181.0 MPa. At 215.5 MPa, the results seem to vary a little
more than at the two lower pressure settings.
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Figure 6: Experimental Results at 153.4 MPa and 181.0 MPa -tests 1 & 2

Note: All pressures shown are relative to th
minimum pressure of the operating condition

The pressure fluctuations were found for the high peak and low peak cases. This data is plotted
in Figure 8a along with the data obtained from the computer simulation. Note how the low peak



drop is generally smaller than the high peak drop. Furthermore, note that as the operating
pressure is increased, the magnitude of the pressure drop also increases. The percentage pressur
drop however tends to decrease for increasing operating pressure as shown in Figure 8b. The
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Figure 7: Experimental Results at 215.5 MPa - tests 1 & 2
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period of oscillation was also determined experimentally. This period of oscillation corresponds

to the stroke period (i.e. the amount of time it takes the piston to travel the stroke length). Figure
9a shows the variation in stroke period at the different operating pressures. As the operating
pressure increases, the stroke period decreases. A smaller stroke period indicates that the piston
is moving more quickly (since it covers the same length in a smaller time). As it will be seen
later, the velocity of the piston is an important factor that greatly affects the size of the pressure
pulsations. The magnitude of the pressure pulsations increase as the velocity of the piston
increases. The faster moving piston does not mean that the check valve will be open for less
time. This can be seen in Figure 9b where as the stroke period is decreased (and the piston
velocity is increased), the time of no-flow increases.

So,although the piston does move faster when the stroke period is increased, it takes longer for
the piston to compress the water and for the check valve to open. It takes more time to open the
check valve since the compressed water in the attenuator that is being depressurized is at higher
pressures (i.e. the low pressure water needs to be pressurized even more at higher pressures)
This is corroborated by Figure 10. Note how at higher pressures (and for higher pressure drops),
the time of no-flow increases.
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The above mentioned results can also be observed by looking at the pressure waveforms
obtained at the different pressure settings. Figure 11 shows the waveforms for the three different
operating pressure conditions. Note how as the operating pressure increases, the pressure droy
tends to increase and the stroke period decreases.
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Pressure Waveform
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Figure 11: Pressure Waveforms Obtained Experimentally



2.2.3 Simulation Results

Once the experiments were conducted, the simulation results were obtained by using the known
period as an input parameter. Other assumptions were made regarding the velocity profile of the
piston. It was assumed that the acceleration phase lasted 8/100 of a stroke period for the 1st test
at 153.4 MPa. Knowing the stroke period for the first test at 153.4 MPa, the time of no-flow was
determined. In an effort to maintain the time of compression constant (or slightly larger), the
acceleration phase was modeled to last 9/100 of a stroke period for the test at 181.0 MPa and
10/100 for the final set-up at 215.5 MPa.

As the acceleration phase is increased, the pressure fluctuations increase. This is shown in
Figure 12. Note that if the velocity profile assumed by Singh [4] was used in this simulation, the
acceleration phase would be zero (since the piston is assumed to speed up instantaneously to a
constant speed) and the pressure pulsation would be smaller than it should be. However, the lag
of the system in switching direction of travel and accelerating to a steady speed both need to be
accounted to carefully depict the system's pressure fluctuations.
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The pressure fluctuation results obtained from the simulation with the corrected acceleration
phases were previously shown in Figures 8 and 10.

Other parameters of the computer simulation were varied to examine if the trends observed in
literature could be reproduced. The discharge coefficient and attenuator were varied as shown in
Figures 13 (a) and (b). Figure 13 (a) shows how increasing the overall discharge coefficient also
increases the pressure losses. It is interesting to note that an increase in system losses (i.e. a
decrease of the overall discharge coefficient) actually decreases the fluctuations. This is due to
the fact that increasing the discharge coefficient increases the volumetric flow at the discharge.
This is analogous to an increase in piston speed (or increasing the orifice diameter) which we



already know causes an increase in fluctuations. The results for Figure 13 (a) are for a pressure
of 215.5 Mpa, a stroke period of 1.008 see and an acceleration phase of 7/100 of a stroke period.

The constant discharge assumption used in the simulation might account for some of the

discrepancy between the simulation and experimental results. Note how increases the discharge
coefficient from 0.65 to 0.8 results in an increase in pressure fluctuation of 3.5 MPa.
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Figure 13: Sensitivity Analysis of Various Simulation Parameters

The results for the simulation are shown in Figure 13 (b) and correspond to a constant stroke
period of 1.22 sec and an acceleration phase of 7/100 of a stroke period. The increase in
attenuator volume gave similar results to those seen in literature [4,6,7,8]. Figure 14 shows how
the results obtained with the simulation follow the same trend observed in literature.
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The effect of the modeling of the physical properties of water is shown in Figure 14. Note that as
the operating pressure increase, the effect of the fluid properties on the pressure fluctuations
increases. The "norm" plotted in Figure 15 corresponds to the case where the stroke period is
1.22 sec and the acceleration phase lasts 7/100 of a stroke period. As shown below, keeping the
density constant increases the pressure fluctuations while keeping the bulk modulus constant
decreases the fluctuations. Keeping all water properties constant yields smaller pressure
fluctuations than the norm. This implies that an increase in density decreases the pressure
fluctuations while an increase in bulk modulus increases the fluctuations.
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Figure 15: Effect of the Modeling of the Water Properties on the Pressure Fluctuations

4. DISCUSSION

4.1 Modeling the displacement of the piston

The velocity profile proposed by Singh [4] was modified to account for the switching time and

the acceleration phase of the piston. The length of the stagnation period due to the switching
time was assumed to be a constant of 0.015 sec as seen in literature [8]. The simulation also
assumed that the acceleration phase duration was to remain as close to constant as possible ac
the operating pressure increased.

The experimental and simulation results showed that the motion of the piston greatly affected the
pressure fluctuations obtained through experimentation and computer simulation. It was shown
in Figure 9a that the plungers stroke period decreased as the operating pressure was increasec
The shorter stroke period indicates that the piston moves quicker since it covers the same
distance in a shorter amount of time. The faster piston motion resulted in greater pressure
fluctuations as the operating pressure increased (Figure 8a).



It was also experimentally determined that at larger operating pressures, the time of no- flow
was increased (Figure 10). Although the piston moved faster to compress the low pressure
water, it needed more time to complete the pressurizing process since the system was operating
at a higher pressure. Obviously, as the operating pressure increases, the water needs to be
compressed to a higher level and this takes a significant amount of time. So a larger and larger
fraction of the stroke length is spent compressing the water. Therefore, it can be stated that the
acceleration phase also increases in length since it takes longer and longer for the piston to reach
its maximum speed.he length of the acceleration phase is very important and can significantly
affect the resulting pressure fluctuation regéigure 12).

A better model would therefore incorporate the hydraulic system dynamics in conjunction with
the waterjet dynamics analysis. These two systems are coupled by the motion of the piston, and
as indicated by the results, it would be preferable to model the waterjet system this way.
Obtaining the accurate velocity profile of the piston would also allow the modeling of the
discharge pressure throughout the entire piston stroke period. This would allow the correct
calculation of the time at which the maximum pressure occurs. Recall that the simulation
assumed that the maximum pressure occurred when the piston reached the end of the its stroke
length. However, experimental results (Figure 6 and 7) showed that the actual maximum
pressure occurred as the piston approached the middle of its stroke length. Therefore, the
assumption made by the simulation did not characterize the pressure time history as well as it
could have.

The velocity profile affects the discharge pressure throughout the entire stroke length. The
experimental results show that as the piston reaches the end of its stroke length, it decelerates
before stopping. This can be seen in Figure 5. Note that before the sharp pressure drop occurs
(i.e. before the no-flow condition is initiated), the pressure decreases at a slower rate. The slight
rounding off of the "steady-state” maximum pressure condition observed could be due to the
rapid deceleration that the piston undergoes at the end of its stroke period.

4.2 Modeling the water properties

The equation of density was in accordance with Tait's Equation. The secant bulk modulus
definition was used to depict the variation of bulk modulus at high pressures. The water
properties at high pressures were shown to affect the pressure fluctuations significantly (Figure
15). Note how increasing the bulk modulus results in an increase in pressure fluctuations and
that an increase in pressure fluctuations can also be achieved by decreasing the water density.

By assuming constant density (i.e. at atmospheric conditions), the mass of the water flowing
through the system is reduced at high pressures since the density was modeled to increase with
pressure. Note that in the pressurizing process governed by Equation 2, there is no density term.
Therefore, the pressurizing process is not affected by assuming constant density. Since there is
less mass to discharge from the system, the depressurizing process occurs more rapidly and the
consequent pressure drop rate is increased. Assuming constant bulk modulus affects the elastic
properties of the fluid. Once again, the bulk modulus was modeled to increase with pressure.
Physically, this means that it gets harder and harder to compress the water as the pressure
increases. If the bulk modulus is smaller, the water is more compressible, the depressurizing and



the pressurizing process are decelerated. Recall that the attenuator uses the fact that water tends
to decompress and expand during the no-flow condition and this alleviates the pressure
fluctuations. So a lower bulk modulus will allow it to work better since the water will tend to
expand more. Mathematically, a constant bulk modulus assumption reduces the numerator of
both Equation 2 and Equation 3, which consequently also reduces the pressure drop.

The simulation results obtained were consistently lower than the experimental results (Figures 8
and 10 ). The difference between the simulated and experimental results ranged from 1.9 to 2.7
MPa. This could be due to an underestimation of the actual value of the bulk modulus.
Therefore, the assumption of the secant bulk modulus definition accurately depicted the
variation of water properties at high pressure is questioned. It is believed that the tangent bulk
modulus would overestimate the actual value of the fluctuations and that the true \aalies of
between the value found for the tangent bulk modulus and the value determined for the secant
bulk modulus. The bulk modulus of the water in the system is believed to be lower than the bulk
modulus of pure water (the tangent bulk modulus) since the presence of bubbles in the system
would diminish the value of the waters bulk modulus considerably.

4.3 Computer Simulations

The simulation presented in this paper attempted to incorporate the following system parameters
so as to properly predict the pressure fluctuations of a waterjet system observed through
experimentation:

The change in fluid properties of water at high pressures

The stagnation and acceleration phases of the piston

The switching time of the solenoid valve

The fluid jet compressibility

The model assumed:

* A constant overall discharge coefficient

* A modified bilinear velocity profile of the piston

* The time required to compress the water remained constant as the operating pressure
increased

» The bulk modulus varied according to the secant bulk modulus definition at high operating
pressures

* The maximum discharge pressure occurred at the end of the stroke length

Experimental results were found to be generally slightly larger than the simulation results. It is
believed that this discrepancy is partly due to the approximate velocity profile used in the
simulation and the bulk modulus variation at high pressures.

Through the computer simulation results, it was seen how the water properties at high pressures
affected the pressure fluctuations in the system. The computer model also calculated the time of
no-flow. These results were compared with experimental results. As the operating pressure
increased, it was found that the duration of the time of no-flow increase d while the stroke
period decreased.



5. SUMMARY AND CONCLUSIONS

The pressure fluctuations in a waterjet system were investigated through modeling, simulation
and experimental efforts. The modeling and simulation attempted to solve for the time of no-
flow and the pressure fluctuation for a given stroke period and maximum pressure. The fluid jet
compressibility, overall discharge coefficient of the system were accounted for as well as the
variation of the water properties at high pressures. The motion of the piston was based on the
bilinear profile assumed by Singh [4], however it was modified to also incorporate the
stagnation and acceleration phases of the piston motion. To validate the model, the simulation
results were compared to experimental results for the same operating conditions. The stroke
period and the maximum pressure were determined experimentally and used in the simulation to
determine the theoretical pressure fluctuations.

It was found that the pressure fluctuations increased as:
» The stroke period decreased

* The acceleration phase increased

* The time of no-flow increased

* The attenuator volume decreased

* The bulk modulus of the water increased

* The density of the water decreased

* The discharge coefficient increased

The following observations were made from the experimental results:
e The non-symmetric design results in high and low pressure peaks
* The maximum pressure occurs as the piston reaches the middle of its stroke length

* The magnitude of the pressure drop increases as the operating pressure condition increases
since the time of no-flow also increases
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ABSTRACT

To be able to apply the theoretical model of abrasive jet for calculations essential in real-time
control, it is necessary to find out very quick and precise method for description of the liquid stream
structure. The simplified model was derived to determine the liquid jet attenuation in the medium
outside the nozzle. The relationships for description of the equivalent jet structure evolution provided
the presumption of the jet axial symmetry were derived. Taking into account, the well-known
principles of hydrodynamics and some unorthodox views of the liquid jet formation inside the
nozzle, the set of equations for the calculation of the cross-sectional velocity field inside jet was
derived. The set of equations is useful for determination of both the attenuation and the jet structure
development in the medium surrounding the nozzle. The derivation of analytical relationships is
completed by experimental results obtained in the Institute of Geonics. The experimental data were
measured using a special sensor developed for the jet structure investigation. The theory was also
compared with summarised results of foreign authors dealing with the jet structure problems both
theoretically and experimentally. All presented results (both theoretical and experimental) were
obtained in air, but the theoretical relationships are appropriately valid in other media, e.g. in liquids.
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1. INTRODUCTION

During investigation of the liquid jet effect on material the velocity profile of jet flow after leaving

the nozzle appears to be a very important parameter. Its structure can be determined by means of
various theories describing the jet flow development by the system of partial differential equations
with boundary conditions. These methods are, however, rather time consuming even if the efficient
computers are used. If only approximate knowledge of the velocity flow development is necessary,
moreover with minimum time requirements, as far as it represents a small part of calculation in
a complex control program for automated technology process, these ways of velocity profile
determination appear to be unreasonable. Therefore it was necessary to derive the model presente
here which enables to determine the cross-sectional velocity profile of high energy jet and
development of this profile as a function of the distance from the nozzle outlet with minimum
requirements on the computer equipment efficiency. The model enables very effective and
sufficiently exact determination of a velocity profile and therefore it is appropriate for incorporation
into the software for control of automated technology units with high energy liquid jets.

2. THE BASIC CONDITIONS FOR THEORETICAL DESCRIPTION OF THE HIGH
ENERGY JET OUTLET FROM THE NOZZLE

The specific energy is an important quantity in evaluation of the efficiency of technology using the
high energy liquid jet (HELJ). As far as the specific energy must not depend on the pump efficiency,
its determination is based on the jet kinetic energy find out from the Bernoulli equation as presented
Noskievt (1987). Some terms can be neglected in this equation, as far as the analysed processes ar
characterised by the following physical conditions: the pressure in the high pressure unit is many
times higher than the possible hydrostatic pressure; the pressure of the medium into which the liquid
flow penetrates is substantially lower than the pressure of liquid in the pumping unit; the rest
pressure in the liquid flow is negligible in comparison with the pressure in the pumping unit. As far
as the liquids cannot be considered as ideal ones in the operating conditions, two correction
parameters were introduced into the Bernoulli equation: the pressure depending parameter precising
liquid density and parameter specifying energy dissipation by friction and contraction of liquid inside
the nozzle. The Bernoulli equation modified according to the presented assumptioosditions

has the following form

1
EPOVZ = Hp,(1 - vp,) (1)

The equation (1) enables to determine the maximum velocity of the liquid flowing out from the
nozzle outlet. However, this value of velocity can be expected only in the vicinage of the flow axis.

In order to use the relationship (1) for calculation of the out flowing liquid velocity, it is necessary

to determine the compressibiligyof the liquid compressed by presspy@nd the nozzle discharge
coefficient , which in fact defines the nozzle quality. The dependence of water compressibility on
the compressive state is given by a regression formula based on the experimental data presented ir



physical tables prepared by Bret al. (1980). The relationships describing the flow inside a nozzle
were used for derivation of the relationship for the nozzle discharge coefficient.

3. ANALYTIC DESCRIPTION OF THE JET OUTLET FROM THE NOZZLE

The theoretical maximum velocity of the compressible liquid in the nozzle can be also determined
from the Bernoulli equation provided the term characterizing liquid compressibility is considered.
Apart from the compressibility another factor starts to play role during the liquid outlet, namely the
friction (intrinsic friction of the liquid and the friction with the nozzle walls). Considering the
friction, the velocity is not unique throughout the cross-section of the flow. It starts from zero by the
nozzle walls and grows up in the direction of the flow middle. The liquid moves with the maximum
velocity near round the flow axis. In the case of small friction and contraction losses the maximum
value of velocity approaches to the ideal velocity of the compressible liquid without friction that is
determined by the following relationship

Vig = 2PePo (1 - YP,) @)

The liquid velocity in the nozzle varies from the original input value, which approaches zero, to the
maximum value at the outlet from the nozzle into the free space. Therefore instead of the classical
value of the Reynolds’ number defined for the flow with small velocity fluctuation the "effective
value” of the Reynolds’ number in the nozzle is determined.

2 _
Re = gdopo\/idn ! 3)

The velocity profile at the nozzle outlet can be determined using the formula derived to satisfy the

experimental results in the broadest possible range of Reynolds’ numbers (from very low values up
to very high ones). This semiempirical relationship was prepared during analyses of the high energy
liquid outflow from the nozzle performed by Hlav@ 995).

log(Re+1)
SE

(o]

VOC - Voa

The formula (4) makes possible to determine the velocity profile of the symmetrical liquid flow
within the stable borders and therefore it is possible to use it for the determination of the velocity
profile at the nozzle outlet. The original anticipation was not verified, however, that this relationship
should be used for description of the high velocity jet after its outflow into surrounding environment
even though the borders of the liquid flow are not stable. Comparison with the experimental data
obtained for high energy water jet was performed especially by H{a885) and Sitek & Vala



(1995). It was found out that the character of the velocity profile far from the nozzle outlet
approaches to the Gaussian distribution which corresponds with theoretical and experimental results
of Yanaida (1974), Yanaida & Ohashi (1978, 1980), Wang & duPlessis (1973) and Przyklenk &
Schlatter (1986).

The discharge coefficient p is a product of the nozzle contraction and velocity coefficients. The
contraction coefficient seems to be sufficiently defined by nozzle geometry and for a certain shape
it is practically a constant. Contrary to it the velocity coefficient depends on many factors - the input-
output pressure difference, nozzle wall roughness, length of the cylindrical part of the nozzle outlet,
nozzle diameter, dynamic viscosity and density of the used liquid. Majority of them project into the
friction coefficient which can be calculated from the relationships derived by Blasius as presented
by Noskieve (1987). As far as the Reynolds’ number in the case of practical applications of liquid
jet technology typically varies within the range 4 ¥ 10 and 1.6 10 , the following formula for
discharge coefficient was determined

M = e (1 - 0.184 Re%?| ) 5)

During derivation of this relationship the formula for friction of the turbulent flow in pipes with
smooth walls derived by Blasius was used, namely in the form which is valid very exactly for
Reynolds’ numbers exceeding 8 ¥ 10 . For the interval of Reynolds’ number betweef 4 x 10 and
8 x 10, however, it is possible to use more precise relationship also derived by Blasius.
Nevertheless, the difference between values determined by the more precise relationship and the
ones determined using relationship that is valid more exactly for Reynolds’ numbers betweén 8 x 10
and 1.6 x 19 , is no more than 1% at worst case. But that case lies in fact outside the area determinec
by the common usage of the technology; the Reynolds’ number approaches the valtie 4 x 10 . There
IS no reason to introduce more precise relationship even for a less important part of the interval of
Reynolds’ numbers determined for limit cases used in practice (4 x 10 and 2.6 x 10 ) because the
relationships for jet structure calculation should be to no purpose more complicated and respective
calculations more time consuming.

In order to describe the jet development outside the nozzle, it was necessary to deal with the
expansion of the compressed liquid at the nozzle outlet as well. The minimum jet dispersion length
can be calculated using the relationship

- d
Ldisp = \/Zupopol(l - Ypo) ﬁ (6)

e

in whichv, is the jet expansion velocity after the flow loses the borders



1 _
Ve = \l 2(po - Epovozo - pat)pol (7)

In thorough analytic description of the high-speed liquid flow from the nozzle one must take into
account that a compact convergent jet core is forming. This jet core contains the prevalent part of
the flow energy in the initial stadium of the jet propagation outside the nozzle. If the relationship (4)
is used for description of the velocity profile, the part of the profile which is not included in the core
is defined by the decrease of liquid velocity (kinetic energy) at the boundary layer of the flow under
a certain limit value. It is supposed that all the liquid as far as 95% downfall of velocity regarding
the maximum value determined at the flow axis belongs to the core. Using relationship (4) it is
possible to specify the radius of validity for this condition and this radius is assumed to be the jet
core radius.

1 URe+
r. = Edo(l - 0.05)09 (Res1) (8)

The initial jet core radius and the nozzle outlet length hence define the core convergence angle and
divergency of the core as a whole. All other relationships, describing an actual jet velocity profile
at certain distance from the nozzle outlet, were derived based on this presumption. The tangent of

a divergence angle after the jet outlet from the nozzle is given by the jet core radius at the nozzle
outlet and the cylindric nozzle outlet length. The corresponding formula has this form

tgd = ~—2> ¢ (9)

The jet core radius in the distaricés then given by the relationship

r =T - tgo L (10)

From the formula (10) it is possible to define a critical length within which the core disappears

rC
I_CI’ - tgé (11)




The presented relationships make possible to define both the jet diameter in the Histamctne

nozzle outlet and jet velocity profile. The profile shape depends on the fact whether the core has
disappeared or not in distariceThe dependance of the jet diameter on the distance from the nozzle
outlet is expressed by this equation

1
d =2r, e?

c

. TL(do - 2r) (12)

To be able to describe jet structure in a simple way the flow axis velocity was determined at the
distance. from the nozzle outlet supposing exponential attenuation.

v = \/2Hpopél(1 - vyp,) e*t (13)

The attenuation coefficie@twas derived from the relationships describing the cumulative charge
(Lavrentjev, 1957), to which the jet moving through the liquid continuum surrounding the nozzle
resembles from a physical point of view.

— 3 penv
u’ po po

(14)

The above presented relationships are completed by conditions defining the liquid velocity in the
distancey from the jet axis depending on the distabhdeom the nozzle outlet (i.e. depending on the
core disappearance).

vi(y) =v, isvalid for (r, - |y[)>0 (15)

2(lyl - re)

2
! } is valid for (r, - |y|) <0

VL(y) =Vv.e

(16)

The conditions (15) and (16) accomplish derivation of theoretical relationships describing high
energy liquid jet movement and its structure after leaving the nozzle. These theoretical relationships
enable to study physical processes during jet interaction with medium through which it propagates
as well as the effects which take place during jet interaction with solid phase material in distance
from the nozzle outlet.



4. COMPARISON OF THEORY AND EXPERIMENTAL DATA

The comparison of presented theory with results of experimental studies was performed in two
phases. The first one was a comparison of jet velocity profile development determined according to
the above presented theory with the shape determined from experimental results and theories
prepared by Yanaida (1974), Yanaida & Ohashi (1978, 1980), Wang & duPlessis (1973) and
Przyklenk & Schlatter (1986). Based on these publications a scheme of the jet development after
leaving the nozzle was prepared in the Institute of Geonics in Ostrava. The scheme was published
in studies aimed at the jet structure investigation made by H{4985) and Sitek & Vala (1995).

It is presented in the Fig. 1. It represents demonstration of velocity field development of symmetrical
flow obtained by compilation of published results into one complex. The graph in the Fig. 2
represents velocity profile development determined according to the presented theory. Comparison
of the profiles in the Fig. 2 and Fig. 1 leads to the conclusion that they correlate very well.

The second comparison is based on the experiments made in the Institute of Geonics in Ostrava. The
measuring method and the experimental device described by Sitek & Vala (1994) enable to obtain
information not only about forces caused by the jet impact on the solid plate but also about the flow
structure. The measuring procedure was described in detail particularly by Vala & Sitek (1995). The
experimental results, however, need an additional treatment as far as the direct output of the
experiment represents only force records on the sensor and holes shot through the metal plate serving
as a separator of the active and non-active part of the jet. The active part makes a hole of the
respective diameter and causes the force registered by sensor while the non-active part is shaded b
the unbroken part of the plate. Extending the jet impact time, it is possible to increase the jet part
passing through the shield. Dividing the measured force by area of the orifice made in the separation
plate the medium pressure caused by flowing liquid can be determined in certain concentric circles
round the jet axis. The corresponding average velocity was determined then from this pressure
according to the simplified Bernoulli equation. The experimental results gained by this way were
compared with velocity profiles determined from the presented theory in Fig. 3. The figure shows
that correlation between the theoretical curves and the experimental data is very good.

5. CONCLUSIONS

Theoretical description of a liquid stream outlet from the nozzle and conformable velocity profile
development during the jet expansion through the environment between the nozzle and the material
is in very good correlation with results obtained by other theories. The correlation of the theoretical
high-velocity water jet profile and results calculated from measurement of the dynamic forces made
in the Institute of Geonics also shows that presented simplified theory of jet structure development
is sufficiently accurate. Therefore, the theoretical model is considered to be suitable for quick and
acceptable exact determination of the liquid jet structure in the software for on-line control of the
waterjet technology. The theoretical description of the liquid jet presented here was used for
modelling of disintegration of abrasive particles in the mixing chamber during analysis of the
injection abrasive liquid jet origin.



6. ACKNOWLEDGEMENTS

The authors are grateful to the Grant Agency of the Czech Republic for support of the presented
work by grant No. 106/98/1354.

7. REFERENCES
Broz, J., Roskovec, V., and Valouch, M.: “Physical and Mathematical TalddS,1, Praha, 1980.

Hlava, L.M.: “Diagnostics of the High-Velocity Liquid Jet StructureRroceedings of the
International Scientific Conference VSB-Th.37-42, Ostrava, Czech Republic, 1995.

Lavrentjev, M.A.: “Cumulative Charge and Principles of Its WoAchievements in Mathematics
Volume 12, Number 4, pp.41-56, 1957. (in Russian)

Przyklenk, K., and Schlatter, M.: “Simulation of the Cutting Process in Water Jetting with the Finite
Element Method,”Proceedings of the 8th International Symposium on Jet Cutting
Technology pp.125-135, BHRA, Durham, England, 1986.

Noskievt, J., and team: “Fluid MechanicsSNTL Praha, 1987. (in Czech)

Sitek, L., and Vala, M.: “Contribution to Continuous High-Velocity Non-Flooded Water Jet Velocity
Profile Determination,Proceedings of the National Scientific Conference with International
Participation Engineering Mechanics '95, pp.457-462, Svratka, Czech Republic, 1995. (in
Czech)

Vala, M., and Sitek, L.: “The Method and Equipment for Measurement of Small Dynamic Pressure
Forces from High-Velocity Fluid Flow StoppingProceedings of the 33rd Conference
EAN '95 pp.219-224, fle¥, Czech Republic, 1995. (in Czech)

Wang, R.L., and duPlessis, M.P.: “An Explicit Numerical Method for the Solution of Jet Flows,”
Transactions of the ASME - Journal of Fluids Engineering, March, pp.38-52, 1973.

Yanaida, K.: "Flow Characteristics of Water JeBdceedings of the 2nd International Symposium
on Jet Cutting Technologpaper A2: pp.19-32, BHRA, Cambridge, England, 1974.

Yanaida, K., and Ohashi, A.: “Flow Characteristics of Water Jets in Rineedings of the 4th
International Symposium on Jet Cutting Technologgper A3: pp.39-54, BHRA,
Canterbury